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a b s t r a c t

A new analytical method based on Fourier transformed infrared spectroscopy (FTIR) using chemometric
tools to treat spectral data is proposed to study the degradation of aqueous phenolic solutions by photo-
Fenton process. Obtained results were validated by high-performance liquid chromatography (HPLC)
taken as a reference method. First a discrimination of the different steps of phenol degradation was
possible by applying a principal component analysis (PCA). Then a description of the reaction evolution
was successfully made using MCR-ALS, a multivariate curve resolution method which has permitted to
obtain the concentration profiles of phenol and its photoproducts. Kinetics of their formation and disap-
pearance described with this new approach are in agreement with HPLC results. This methodology may
be a good alternative to classical analyses for monitoring of the degradation reactions because a lot of data
hemometric
CA

are recorded and treated simultaneously. It shows how species concentration varies over time, informing
thus on the reaction mechanism because a structural identification of products is possible through pure
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CR-ALS extracted spectra.

. Introduction

In parallel to the development of industry, pollutants and
he industrial waste are increasingly present in the environment.
mong these pollutants, phenol and its derivatives occupy a pre-
ominant place. A lot of processes have been developed to optimize

ts elimination by biological [1], physical (adsorption [2] or wet
xidation by activated carbon [3]), electrochemical [4] or chem-
cal ways such as chlorination disinfection [5,6] or with advanced
xidation processes (AOPs). AOPs are particularly adapted for efflu-
nt treatment and usually operate at or near ambient temperature
nd pressure. They propose a degradation of organic pollutants
ith H2O2, O3 or O2 as oxidant to generate hydroxyl radical (OH•),

n homogenous or heterogeneous phase (with metal ions [7,8] or
emiconductors as TiO2 [9,10]), powered in some cases by irra-
iations (UV, UV–visible, solar light) allowing a photocatalytic

xidation [11–13]. Among the most commonly used and attrac-
ive systems for industrial applications, we can find Fenton or
hoto-Fenton [14–16] processes which are based on the decompo-
ition of H2O2 catalysed by Fe2+ at acid pH. They are characterized

∗ Corresponding author. Tel.: +33 4 91 28 80 91; fax: +33 4 91 28 91 52.
E-mail address: c.rebufa@univ-cezanne.fr (C. Rebufa).
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y a high-oxidation power, simplicity of operation and low
osts.

For these reasons, we have chosen the photo-Fenton process to
egrade aqueous phenolic solutions. The originality of our work is
he use of spectroscopic technique (FTIR-ATR) coupled to chemo-

etric treatment to follow the evolution of reaction mixture and to
dentify the oxidation intermediates, their lifetime and their toxic-
ty. In our knowledge, this approach has not been published yet for
his type of applications.

Although infrared spectroscopy is commonly employed for
ualitative and quantitative analysis, the identification of each com-
onent from FTIR mixture spectra is not evident when reactions
ake place in aqueous solution and when the photoproducts con-
entration is low because it prevents to obtain a good intensity
f IR bands. Other difficulties occur when photoproducts have a
ery similar structure with widely overlapped absorption bands.
raña et al. [9,17] have already recorded FTIR measurements to

ollow the degradation of highly concentrated phenolic solutions
y TiO2 photocatalysis and photo-Fenton process. In the first one

9], identification of intermediates was done by the examination
f TiO2 surface and comparison of chemisorbed compounds IR
ands with reference spectra of photoproducts, identified previ-
usly by HPLC. In the second process [17] photoproducts have
een identified by the subtraction of the initial spectrum of phenol
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nd reference spectra of pure intermediate species from mixture
pectrum.

In our case, a lot of FTIR measurements have been recorded in
ime but their direct interpretation has been difficult for the rea-
ons exposed above which make it necessary to apply chemometric
reatments on spectral data to prevent problems encountered with
lassical method of spectra analysis. These mathematic tools, effi-
ient to extract relevant information from complex systems in
arious domains, permitted to analyse multicomponent mixtures
ithout using a separative method. The majority of published stud-

es [18,19] concern the use of calibration model such as partial least
quare regression (PLS) in order to predict the final concentrations
f products after an oxidative stress.

Nevertheless, monitoring chemical reactions of evolutionary
rocesses remains very interesting because real time information
n the system is obtained by a simple sampling of mixture without
erturbation of the reaction. Spectra measured at each time-point
rovide information about the chemical composition of the system
nd the progress of the chemical reaction.

For chemometric treatment of the collected spectra, we applied
rincipal component analysis (PCA) and a multivariate curve
esolution-alternating least squares (MCR-ALS).

While PCA permits to observe how samples taken at different
imes will be gathered, MCR-ALS associated to SIMPLISMA proce-
ure resolves FTIR-ATR data into pure spectra of species produced
uring the reaction and their associated concentration profiles,
ithout a priori information. Extracted pure spectra led us to iden-

ify the photoproducts and the concentration matrix allowed us
o compare their kinetic of appearance and disappearance and to
now if they are formed simultaneous or not, in the same or differ-
nt proportions.

The aim of the present paper is to access the validity of the con-
entration profiles obtained from our spectroscopic interpretations
y comparing them with the results obtained by HPLC technique.

. Experimental

.1. Chemicals

Phenol (Prolabo), catechol (or 1,2-dihydroxybenzene, Acros),
ydroquinone (or 1,4-dihydroxybenzene, Acros), p-benzoquinone
Acros), resorcinol (or 1,3-dihydroxybenzene, Acros), pyrogallol
Acros), acetic, acrylic, formic, fumaric, maleic, malonic and oxalic
cids (Fluka) were all of high purity (>99%) and were used as
tandards. Iron(II) sulphate heptahydrate p.a. (FeSO4, 7H2O) was
urchased from Acros Organics, hydrogen peroxide (30%, w/w,
nstabilized) from Prolabo. All solutions were prepared in ultra-
ure water and kept in the dark.

Methanol (Chromasolv for HPLC, Sigma–Aldrich), acetonitrile
Lichrosolv, Merk) were solvents used for HPLC technique. Water
s also of HPLC grade.

.2. Experimental setup

Experiments were performed in a glass reactor equipped with a
ooling water jacket system keeping a constant temperature (18 ◦C
n solution) and avoiding loss of volatile products. Irradiation was
chieved by using UV lamp (Mercury arc lamp ORIEL, model 6286,

50 W), equipped with a water filter and with a reflecting mirror
200–30,000 nm) which allows a vertical lighting above the reactor.
ll irradiations were performed with a light intensity (UV-A) equal

o 200 W/m2. Ozone production was eliminated by an aspiration
ystem on the level of the lamp’s body. The reactor solution was
tirred magnetically and irradiated for 60 min.

b

s

m
e

7 (2008) 200–209 201

.3. Oxidative processes

.3.1. Photo-Fenton reactions
The principal reactions with Fenton reagent are well known [20]

reactions (1) and (2)). They generate ferric ion which catalyze the
omplete decomposition of H2O2 (Eqs. (3) and (4)):

e2+ + H2O2 → Fe3+ + OH• + OH− (1)

H + OH• → photoproducts + H2O (2)

e3+ + H2O2 → [Fe3+· · ·O2H]2+ + H+ → Fe2+ + HO2
• + H+ (3)

e3+ + HO2
• → Fe2+ + H+ + O2 (4)

Unfortunately, parallel reactions can consume OH• radicals [21]
s described in Eqs. (5) and (6) allowing reduction of Fenton reagent
fficacity over time:

H• + Fe2+ → Fe3+ + OH− (5)

H• + H2O2 → H2O + HO2
• (6)

UV irradiation leads to the photo-reduction of Fe3+ to Fe2+

regeneration of Fe2+) with production of OH• radicals [22] (Eq. (7)),
o the photolysis of hydrogen peroxide (Eq. (8)) and photo-reduce
e3+ complexes formed during the reaction [23]:

e3+ + H2O + h� → OH• + Fe2+ + H+ (7)

2O2 + h� → 2OH• (if � < 400 nm) (8)

.3.2. Photolysis process
To check UV stability of our substrate, 20 mL of phenol aque-

us solution (5 × 10−3 mol/L) were irradiated in the conditions
escribed previously. The solution was acidified (pH 2) with H2SO4.

.3.3. Photo-Fenton process
20 mL of acidified phenol aqueous solution (0.25 mol/L) were

tirred in dark with an appropriate weight of iron(II) salt (to have
final concentration of Fe(II) equal to 3.5 × 10−3 mol/L). After illu-
ination of solution by UV radiations, 0.5 mL of H2O2 (0.3 mol/L)
ere added at time “T0” and after the times 30 and 45 min. Last

dditions have been undertaken to attempt the total degradation
f phenol.

Phenol degradation’s monitoring has been done by FTIR-ATR and
y HPLC as a reference method.

After the addition of H2O2, the last compound introduced in the
ixture, a modification of solution colour has been noted with the

ppearance of a brown precipitate.

.4. Kinetic study

For HPLC analysis, aliquots (600 �L of irradiated solution) were
ithdrawn with an automatic pipette and mixed immediately, in
PLC vials, with 400 �L of methanol to inhibit oxidation of products
y hydroxyl radicals OH• and to avoid further reaction. To obtain a
nal concentration near 5 × 10−3 mol/L, solutions are diluted with
ater and then are filtered to eliminate the brown precipitate

ormed after the first addition of H2O2. All the vials were analyzed
n the same run.

For the reactions monitoring by FTIR-ATR, some drops of mixture
ere pipetted and immediately deposited on ATR cell in order to
e analyzed.
Four kinetics (A, B, C and D) were pursued and treated in the
ame conditions to check the reproducibility.

Time intervals were specific to each type of analysis and were
ore numerous when using spectroscopic techniques. This is

ssential for chemometric treatment.
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.5. Analytical equipments

.5.1. HPLC
Samples were analyzed by an HPLC system equipped with a

ump Waters 2695 separations module “Alliance”, a sample injec-
or and an UV–Visible Waters 2996 Photodiode Array Detector.
ystem was controlled by Milleniumv®32 Chromatography Man-
ger (version 3.20).

A Reverse-Phase Column (RP18, 22 cm × 4 mm, Purospher®

TAR) was used. A guard column was fitted before the analytical
ne. The mobile phase was constituted by acetonitrile/water in the
olumetric proportion of 30:70 with a flow rate equal to 1 mL/min.
etection wavelength for each product was fixed after examination
f 3D plot (time, intensity, wavelength).

.5.2. FTIR-ATR
Aqueous solutions are directly deposited on the “Golden Gate”

ell (from Brucker), attenuated total reflectance (ATR) accessory
omposed by a diamond crystal prism (brazed in only one tung-
ten carbide part), four mirrors and two lenses of focusing in ZnSe
o reflect optical way. The acquisition of FTIR-ATR spectra was made
ith a Thermo Nicolet Avatar 370 spectrometer equipped with a
TGS detector, an Ever-Glo source and a KBr/Germanium beam-

plitter, at room temperature.
Data acquisition, made with an absorbance scale, was done from

000 to 700 cm−1 with a 4 cm−1 nominal resolution. For each spec-
rum, 100 scans were co-added.

A background on pure water (in the same resolution and scan-
ing conditions that it was for samples) was carried out before each
ecord of spectra at different times during kinetics.

.6. Mathematic treatments

Today, multivariate analysis is an essential tool to study data
ame from many observations made on several variables. Its aim is
o resume information contained in data with a reduced number
f dimensions to characterize as well as possible the differences or
imilarities between observations and variables. For that, informa-
ion must be organized in a matrix. In your case, the data matrix
m × n) is composed by m rows which are spectra measured at
egular time intervals, and by n columns representing different
avenumbers.

.6.1. PCA
PCA [24] is a multivariate technique acting in unsupervised

anner and it is used to analyse inherent structure of data. It
nvolves a mathematical procedure that transforms a matrix of cor-
elated variables (measurements) into a new matrix of mutually
ncorrelated variables called principal components which contain
he quasi-totality of information and have the advantage to be
ot correlated or orthogonal between them. These variables are
efined by a set of orthogonal loading vectors of the data covari-
nce matrix. The first principal component accounts for as much of
he variability in the data as possible, and each succeeding compo-
ent accounts for as much of the remaining variability as possible.
bjectives are to discover or reduce the dimensionality of data set
ithout much loss of information and identify new meaningful
nderlying variables.

.6.2. MCR-ALS

MCR-ALS is an effective and efficient multivariate self-modeling

urve resolution method developed by Tauler and co-workers [25].
he quality of the relative contributions given by MCR-ALS was
valuated in order to develop a rapid procedure that can be applied
o resolve highly overlapped spectra.
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For the analyzed samples, one matrix R(n, m) made up n row
nd m columns is obtained. Each row “n” is made up of a spec-
rum. Each column “m” gives the intensity at a wavenumber. R is
he data matrix of n spectra and p wavenumbers. The R matrix is

athematically decomposed into the product of two-factor matrix:

= C∗ST + E (9)

Matrix C(n, q) is the concentration matrix describing the evo-
ution of the q chemical components in the samples. Matrix ST(q,
) is the spectroscopic matrix describing the pure infrared spectra
f these components. E(n, p) is the error matrix that provides the
ata variation not explained by the proposed p contributions. Eq.
9) assumes that data matrix R is bilinear, i.e. that the infrared sig-
al can be decomposed into the sum of individual contributions,
ach described by a concentration profile in the matrix C and by
pure matrix spectra in matrix ST. The number of components or

ontributions q, to be considered in the mathematical decomposi-
ion of Eq. (9), can be estimated by singular value decomposition
SVD) analysis [26].

Eq. (9) is solved iteratively using an ALS procedure based on the
wo following matrix equations:

= R∗(ST)
+

(10)

nd

T = C+∗R (11)

here (ST)+ and C+ are the pseudo-inverse matrix of ST and C
27]. Initial estimate, which are needed to start the ALS pro-
edure described by these two equations, can be obtained by
lgorithms, such as simple-to-use interactive self-modeling analysis
SIMPLISMA), which is described elsewhere [28–31]. SIMPLISMA
earches for the pure variables where the selectivity of a given com-
onent is maximized. In order to obtain proper resolution of the
ixture data, user interaction is necessary. Once, the pure variables
ere determined, they were used to calculate the corresponding
ure species spectra because the intensity changes in the pure vari-
bles are proportional to the concentration evolutions and, if they
re aligned in separated columns, they form the matrix C.

The resolution was improved by applying several constraints
uring optimization. Some of the possible constraints are

Non-negativity on the concentration profiles: this is a general
constraint used in curve resolution methods [32]. It is applied to
the concentration profiles, due to the fact that the concentrations
of the chemical species are always positive values or zero.
Non-negativity on the spectra: the application of this constraint
depends on what instrumental technique is used for detection. In
the case of FTIR spectra, the intensity of the radiation absorbed
or reflected by the sample never takes negative values.

The computed solutions of the algorithms will be presented in
erms of the lack-of-fit in percentage plus the resolved spectral
nd concentration profiles. The lack of fit relates to the difference
etween the squared sum of the input data and the squared sum of
he modeled variation with the resolved MCR-ALS profiles. For one
ample it is computed according to the following expression:

of =

√√√√
∑

i,j(rij − r̂ij)
2

∑
ijr

2
ij

(12)
here rij is the experimental absorbance at the jth wavenumber in
he ith spectrum and r̂ij is the corresponding value calculated by
LS. A low lack of fit percentage indicates that a model fits the data
ell [33,34].
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ig. 1. Relative concentration of phenol vs. irradiation time ([phenol]initial =
× 10−3 M and �detection = 270 nm).

.7. Software

HPLC chromatograms are visualized and integrated on Mille-
ium software (version 3.2).

FTIR-ATR spectra are recorded with OMNIC 7.2 (Thermo Nicolet)
oftware.

PCA application and baseline correction of spectra were per-
ormed by the UNSCRAMBLER software version 9.6 from CAMO
Computer Aided Modelling, Trondheim, Norway).

MCR-ALS procedure, implemented on MATLAB code, was
btained from http://www.ub.es/gesp/mcr/ndownload. The SIM-
LISMA routines were obtained by W. Windig. These programs were
sed under MATLAB 2007a.

All data injected in SIMPLISMA came from Unscrambler appli-
ation. Second derivative spectra have been used in SIMPLISMA
pproach but original spectral data and SIMPLISMA concentration
rofiles have been the starting point for MCR-ALS algorithm.

. Results and discussion
.1. HPLC results

Comparative results between photolysis and photo-Fenton
egradation of aqueous phenolic solution have been interpreted

n terms of residual phenol relative concentration ([phenol]/

w
t
t
d
s

Fig. 2. HPLC chromatograms obtained at different times of UV i
7 (2008) 200–209 203

phenol]initial) which has been determined from calibration stan-
ards (Fig. 1).

We have noticed that for our photo-oxidation system (apparatus
nd conditions), the phenol is photo-stable by direct illumination,
ecause UV lamp does not cover the domain of weak wavelengths.
hun et al. [10] showed also that no significant photolysis was
bserved when the phenol solution was irradiated at � > 300 nm.
he intensity of the irradiation and the initial concentration of the
ompound are key factors in the effectiveness of the direct photol-
sis.

In photo-Fenton process, phenol concentration drops very fast
n the first minutes and practically vanishes after 60 min because
V provided photons to stimulate the regeneration of ferrous ion
s shown in Eq. (7), but free formed hydroxyl radicals are instanta-
eously consumed by substrates that the reason why photo-Fenton
urve shows a plate, meaning that the phenol degradation is prac-
ically stopped because of the interruption of OH• production. To
btain a complete disappearance of phenol, we had to make two
upplementary additions of H2O2 at different times (after 30 and
5 min of UV irradiation).

HPLC results (Fig. 2) validated with standards for the iden-
ification of compounds show that the main photoproducts of
henol degradation are hydroquinone (TR = 3.8 min at � = 280 nm)
nd catechol (TR = 5.5 min at � = 280 nm). Traces of resorcinol
TR = 4.5 min at � = 280 nm) and p-benzoquinone (TR = 6.1 min at
= 250 nm) have been found. The p-benzoquinone has not been
etected at every manipulation because of its very weak solubility

n water and its disappearance during the filtration of the mixture
efore HPLC injections. The concentration profiles (Fig. 3) have
een determined for these five compounds through standards
alibration. The disappearance curve of phenol and those of
ppearance for photoproducts form a plate between 10 and 30 min
ecause of the Fenton reagent exhaustion due to the formation of
e3+ complexes [35] which give sharp solution darkness and inhibit
ron regeneration cycle thus indirectly causing lack of OH radicals.
he compounds evolution continues after the first re-injection of
2O2 (30 min) allowing their degradation, very advanced after the

econd addition. Araña et al. [17] have observed the same effects

hich have been surmounted with filtration treatment or when

he H2O2 dose has been increased. After photo-Fenton reaction,
he formation of hydroquinone and catechol, as main primary oxi-
ation intermediates, has been always evoked but other transient
pecies have been identified, by several authors [8,14,17,36] like

rradiation ([phenol]initial = 5 × 10−3 M, �detection = 280 nm).
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yrogallol, 1,2,3-benzenetriol or 1,2,4-benzenetriol, resorcinol,

enzoquinone in redox equilibrium with dihydroxybenzenes (that
xplain the presence of p-benzoquinone and o-benzoquinone,
nstable compound in aqueous solution) and several products
f acid formation stage (maleic, oxalic, formic, acetic, muconic,
alonic, fumaric acid). In our case, acid forms appear under a

fi
w
a
t
p

ig. 4. FTIR-ATR spectra recorded during phenol photo-Fenton degradation in aqueous so
2SO4 and Fe(II)).
ducts based on HPLC analysis.

arge peak centred at TR = 2 min that the intensity is constant in the

rst times because of the presence of sulphuric acid and increase
hen hydroquinone, catechol and resorcinol begin to disappear,

fter near 20 min of UV irradiation. This lets to us suppose that
he organic acids formation is due to a degradation of primary
hotoproducts by a ring-opening of these aromatic intermediates.

lution. T0: time just before the addition of H2O2 in the mixture (containing phenol,
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ome of these carboxylic acids like oxalic and acetic acids are accu-
ulated because they are recalcitrant to Fenton and photo-Fenton

rocesses [37,38]. Standard solutions of organic acids cited before
ave been analysed by HPLC to verify that their retention time was
esolved under the large peak centred at TR = 2 min.

.2. FTIR-ATR results with chemometric treatments

After examination of the infrared spectra (Fig. 4) recorded
etween 0 and 60 min of irradiation, only some variations could
e detected in the spectral region where water does not interfere
i.e. between 700 and 2000 cm−1) but these spectral modifications
o not permit to apprehend clearly the apparition of new chemi-
al species. Because of their low concentration in the mixture, the
ntensity of their characteristic bands is very weak. After recording
pectra of phenol and photoproducts supposed present in aque-
us solution (Fig. 5), many overlapped bands appear and only few
ibrational bands (assigned in Table 1) permit their distinction.
espite the water problem and the similarity of the compounds, the

nterpretation of mixture spectra (recorded during the four kinet-
cs of degradation by photo-Fenton process) has been realized with
he help of mathematical algorithms in the spectral zone ranging
etween 700 and 2000 cm−1.

.2.1. PCA treatment
PCA treatment (Fig. 6) of FTIR-ATR data regroup samples in clus-

ers defining four states for the reaction which takes place under our
xperimental conditions: the initial state, described by the aque-
us solution of phenol, is isolated from the others, the second step
ncludes samples of times between 5 and 30 min, a third part and

fourth one distinguish respectively samples collected after the
rst and the second re-injection of H2O2 done after 30 and 45 min
f UV irradiation. The first component expresses 81% of variations;
he second one corresponds to 10%. The last percents (9%) traduce
ot significant variations and noise.

PC1 axis regroups the first times (between 0 and 30 min of UV
rradiation) in the negative part while the last ones are presented
n the positive part. Its associated loading (Fig. 7a) shows that the

pecific bands of phenol, identified negatively (at 1594, 1498, 1477,
379, 1241, 1170, 1074, 812, and 756 cm−1) characterize the first
rradiation times where this compound is still majority while band
t 1722 cm−1 describes the final reaction products which can be
cid compounds formed, by an open ring of phenol and its aro-

w
t
t
t
T

able 1
haracteristic of infrared assignments of phenolic compounds

avenumber (cm−1)

henol Resorcinol Catechol p-Benzoquinone Hydroquino

1653

594 1602 1600
498 1490 1514 1514
477 1472 1473

378 1399 1375 1315 1371
1301 1277

240 1260 1240

172
1225

1200 12201170

074 1150 1103 1079 1100
1034

965
892 842 856 886 837
814 754 719 759
754 767

: deformation out-of-plane; �: stretching; def: deformation; �: deformation in plan.
Fig. 5. FTIR-ATR spectra of pure products in aqueous solution.

atic photoproducts, after the second re-injection of H2O2. On the
C2 loading (Fig. 7b), the IR bands at 1512, 1472, 1371, 1276, 1259,
219, 1101, 831, and 756 cm−1 describe two compounds: catechol
nd hydroquinone. Their contribution to the mixture composition
s different following the photo-Fenton reaction evolution as PCA
raph shows it by differentiating the times between 5 and 60 min
ith three captions distributed differently on PC2 axis. Another way
o do PCA has been to remove the initial points “T0” of the kinetics
o differentiate the photoproducts. But a same repartition of spec-
ra has been obtained with 76% of variance for PC1 and 6% for PC2.
heir associated loadings were also relative to the phenol or a mix-

Type of vibration Functional group

ne

� C O Quinones

� C C –C C– cycle

O–H def O–H def and � C–O (phenol)
� C–O –O-Aryl

� C–O O–H def and � C–O (phenol)

� C–H C–H aromatic

� C–H C–H aromatic



206 O. Abbas et al. / Talanta 77 (2008) 200–209

F in aqu
d n 5 an
“ tion an

t
6
o
1

ig. 6. PCA of FTIR-ATR spectra recorded during phenol photo-Fenton degradation
ifferentiate the four kinetics. The letter “T” followed by a number included betwee
T0” is associated to the spectrum of initial mixture before hydrogen peroxide addi
ure of photoproducts. A new addition of H2O2 in the mixture after
0 min of UV irradiation does not conduce to the mineralization
f these carboxylic acids even if irradiation time is prolonged until
80 min.

3

i
s

Fig. 7. PC1 (a) and PC
eous solution. Significance of the notations in the clusters: The letters A, B, C and D
d 60 corresponds at the spectrum recorded after different times of UV irradiation.
d UV illumination.
.2.2. MCR-ALS treatment from mixture spectra
Initially, SIMPLISMA treatment was applied to a series of 48

nfrared spectra for the region between 700 and 2000 cm−1 using a
econd derivative mode (with Savitzky-Golay algorithm) to obtain a

2 (b) loadings.



O. Abbas et al. / Talanta 77 (2008) 200–209 207

F
o

b
o
t
fi
n
s
�
v

“

c
b
t
r
B
p
c
A
o

F
t
c

i
H
d
d
s
r
s
1
b
e
a
n
1
u
b
m

a
b
s
s
a
s
t
“

s
f
R
a
d
o
H
a

3
s

b
by including supplementary information like spectra of standards
ig. 8. Extracted pure spectra obtained from the first matrix: (a) phenol; (b) mixture
f catechol and hydroquinone; (c) residual species.

etter resolve of pure variables because the photoproducts present
verlapped peaks. Then MCR-ALS procedure was applied using
he 48 infrared spectra as data and the SIMPLISMA extracted pro-
les as concentration profiles. The best results are obtained with
on-negativity constraints on spectra and concentration data. The
tatistical data characterizing this mathematical procedure are:
= 0.0003, lof in % (PCA) = 1.87, lof in % (EXP) = 9.97, percent of

ariance explained = 99.00.
After treatment of four kinetics (A–D), three pure spectra (noted

a”, “b” and “c”) have been extracted (Fig. 8).
Extracted spectrum “a” describes the structure of phenol with

haracteristic IR bands cited above. In spectrum “b”, absorption
ands at 1612, 1278, and 858 cm−1 are attributed to catechol and
hose at 1244, 1228, and 837 cm−1 characterize hydroquinone,
espectively. The remainder ones are common to both compounds.
ut none specific bands of resorcinol have been identified. We sup-

osed that resorcinol has not been extracted because of its very low
oncentration in the mixture below the sensitivity threshold of our
TR accessory. A comparison of extracted spectrum “b” with those
f standard products is presented in Fig. 9.

r
F
p
q

ig. 9. Comparison of photoproducts FTIR-ATR spectra with extracted pure spec-
rum (a) mixture of catechol and hydroquinone (extracted pure spectrum); (b)
atechol (recorded spectrum); (c) hydroquinone (recorded spectrum).

For the last extracted spectrum “c” of Fig. 8, we can suppose that
t is representative of residual species like Fenton reagent (FeSO4,

2O2 in H2SO4 acid conditions), acid forms produced after degra-
ation of photoproducts and brown solid which has precipitated
uring the reaction. To confirm this hypothesis, we have recorded
pectra of Fenton reagent and the brown solid obtained after evapo-
ation of the mixture irradiated for 1 h. The spectral profile of brown
olid presents large bands where the maxima are pointed at 1704,
616, 1155, and 1043 cm−1. Some authors [39,40] assimilate it to
y-product complexes between iron and aromatic species. Araňa
t al. [17] associate it to phenolic polymers because the spectrum
cquired from their precipitate has been quite similar to the tan-
ic acid one. For spectrum of Fenton reagent, absorption band at
027 ± 4 cm−1 may be attributed to the function (S O) due to the
se of sulphate iron, source of Fe2+. It was also the explanation given
y Zazo et al. [36] who have found a percentage of sulphur after a
icroanalysis of the brown precipitate.
In parallel, aqueous solutions (0.25 M) of acid forms (acetic,

crylic, formic, fumaric, maleic, malonic, and oxalic acids) have
een analyzed by FTIR in order to explain the presence of large
pectral bands at 1620, 1708, and 1724 cm−1 on the extracted pure
pectrum “c” of Fig. 8. Their spectra (Fig. 10) show also large
nd specific bands between 1620 and 1730 cm−1 that it let us to
uppose that some of these compounds may be present in the mix-
ure and participate to describe the profile of extracted spectrum
c”.

To clarify the concentration profiles of these extracted pure
pectra (Fig. 11), an average value of concentrations (determined
or the kinetics A–D) has been calculated for each irradiation time.
esults lead to the identical evolution as HPLC analysis for the dis-
ppearance of phenol (curve “a”). Catechol and p-hydroquinone
escribed by the same curve “b” have been formed at the start
f the reaction and then consumed after the first re-injection of
2O2 (after 30 min of UV light) to generate in parallel acids forms
s shows the last concentration profile “c”.

.2.3. MCR-ALS treatment from mixture and pure photoproducts
pectra

As separated spectra of catechol and hydroquinone could not
e obtained mathematically, we have modified our data matrix
ecorded in aqueous solution at a concentration equal to 0.25 M.
irst SIMPLISMA procedure was applied on the 48 data used in the
revious study and on 2 pure spectra relative to catechol and hydro-
uinone. Four concentration profiles were obtained. Then MCR-ALS
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Fig. 10. FTIR-ATR spectra of organic acids solutions.
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Fig. 12. Extracted pure spectra obtained from the second matrix: (a
ig. 11. (a–c) Concentration profiles of extracted pure spectra obtained from the
rst matrix.

reatment was applied on the 50 spectra and 4 concentration pro-
les. The best results have been obtained with non negativity
onstraint on spectra and concentration with the following statis-
ical data: � = 0.0004, lof in % (PCA) = 5.55, lof in % (EXP) = 10.08,
ercent of variance explained = 98.27. We can note that the addition
f standards spectra in the data matrix decreases the performance
f the MCR-ALS calculation but increases the chemical interpreta-
ion of the kinetic.

In this case, we success to extract four spectra (Fig. 12) which,
fter a comparative study of absorption maxima, are attributed
espectively to phenol (spectrum “a”), hydroquinone (spectrum
b”), catechol (spectrum “c”) and residual species (spectrum “d”).
Their associated concentration profiles are presented in Fig. 13.
he profile “d” describing the acid forms, iron complexes and Fen-
on reagent has the same evolution. We always notice that while
atechol and hydroquinone are formed, phenol disappears. The
uantity of catechol is most significant than the one of hydro-

) phenol; (b) hydroquinone; (c) catechol; (d) residual species.
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ig. 13. (a–d) Concentration profiles of extracted pure spectra obtained from the
econd matrix.

uinone as the chromatography analysis has shown. The only
ifference remains in the detection of resorcinol which was not
ossible by FTIR measurements because of the low sensitivity of
iamond ATR accessory. Further measurements will be carried out
ith a specific liquid accessory for dilute aqueous solutions to

how the goodness of this methodology in comparison with HPLC
ethod.

. Conclusion

FTIR results are in good agreement with those obtained by
hromatography analysis, even when it concerns photoproducts
dentification or the evolution of their concentration during a
egradation reaction. Simplicity and facility of IR measurements

ead to consider this technique as a rapid screening for moni-
oring of pollutants decrease and testing the effectiveness of one
egradation process, before HPLC measurements which need a con-
iderable analysis time to record, to choose the optimal experiment
onditions for elution or to treat collected data.

Spectrum recording is fast but when a control on line is made,
he classical exploitation time of IR spectra becomes very important
nd incompatible with the fixed goal which requires a mathemat-
cal treatment to extract rapidly the significant information. It is

hat chemometric tools propose like PCA and SIMPLISMA–MCR-
LS method. They have been validated in this study to acquire

nformation about the evolution of all species. The advantage of
IMPLISMA–MCR-ALS chemometric treatment is its interactivity in
he selection of pure variables. In combination with the high level
f performance of this algorithm, it is not absurd to think that it
ould be possible to create automated systems on its basis to con-

rol the efficacy of different processes to cleanse water from FTIR
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a b s t r a c t

In this paper, imidazolium-based ionic liquids [C4mim][PF6], [C6mim][PF6], [C8mim][PF6], [C6mim][BF4]
and [C8mim][BF4] were tested as extracting solvents for removal of 3-indole butyric acid (IBA) from aque-
ous media with subsequent determination using HPLC. Percent extraction of IBA was strongly affected
by pH of aqueous phases and the chemical structures of ionic liquids (ILs). Extraction of IBA was quan-
titative in the pH values lower than pKa of IBA. Considering both extraction and stripping efficiencies of
IBA, [C4mim][PF6] was found to act more efficient than other studied ILs. Capacity of [C4mim][PF6] was
17.6 × 10−4 mmol IBA per 1.0 mL of IL. Ionic strength of aqueous phase and temperature had shown no
serious effects on extraction efficiency of IBA. A preconcentration factor of 100 and a relative standard
deviation of 1.16% were obtained. It was found that ionic liquid phase was reusable almost five times for
Extraction

Plant hormones
High performance liquid chromatography

extraction/stripping purposes. 3-Indole acetic acid showed interferential effect in the extraction step. In
order to assess the applicability of the method, extraction and stripping of IBA from pea plants and some
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other samples were studie

. Introduction

Auxins are well-known plant growth hormones that are actu-
lly involved in a variety of plant activities [1,2]. The auxin 3-indole
cetic acid (IAA) was the first plant hormone that was used to
timulate rooting of cuttings [3]. It was discovered that a second,
synthetic’ auxin 3-indole-butyric acid (IBA) also promoted rooting
nd was even more effective than IAA [4–6]. IBA is now used com-
ercially worldwide to root many plant species [7]. The greater

bility of IBA to promote adventitious root formation compared
ith IAA has been attributed to the higher stability of IBA versus

AA both in solution and in plant tissue [8].
It has been found that IBA also occurs naturally in a number of

lant species from maize (zea mays) and pea (pisum sativum) to ara-
idopsis [8–10]. Likewise, Bayer [11] found that nicotiana tumors
ave more IBA than normal tissues. Furthermore some microorgan-
sms such as azospirillum brasilense UAP 154 found in the soil are
ble to produce IBA [12].

IBA has been identified by modern techniques such as GCMS
n a wide variety of plants [8,10,12,13]. Applying other chromato-
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raphic methods, e.g. HPLC [10,12,14] are also frequently described
n the literature. Furthermore capillary electrophoresis has been
sed as a tool for the determination of IAA, 3-indole-acetylaspartic
cid (IAAsp) and IBA in pea plants [15]. However, disadvantages
ith most of these methods are the high demands placed on
any sample purity steps. In the case of GC–MS, the derivatisa-

ion requirements have made the use of several preparation steps
nevitable. Besides being time consuming, these steps introduce
rrors and discrimination in the analysis and cause considerable
oss in analyte quantities.

Room temperature ionic liquids (RTILs) or ILs are ionic media
esulting from combinations of organic cations and various anions
hat are viewed as a novel class of green benign media alterna-
ive to the conventionally used organic solvents [16–19]. ILs have

any unique properties such as negligible vapor pressures, wide
iquid temperature ranges, high specific solvent abilities, chemi-
al and thermal stability, nonflammability, high ionic conductivity,
nd a wide electrochemical potential window [18–20]. Therefore,
TILs are regarded to be used as solvent in chemical reactions
19,21,22], multiphase bioprocess operation [23], batteries and fuel

ells investigations [24]. In recent years, ILs have also aroused
ncreasing applications in liquid–liquid extractions of metal ions
nd organic compounds [25]. ILs can be hydrophilic and hydropho-
ic depending on the structures of cations and anions [26,27]. The
nion seems more important in determining the water miscibility
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3.3. pH of the sample solution

The effect of the feed pH on the percent extraction of IBA into the
imidazolium-based IL’s i.e. [Cnmim][PF6] and [Cnmim][BF4] was
studied (Fig. 3). Phosphate buffer (5 mM) was used for adjusting
Fig. 1. Chemical struct

f ILs [28]. Those ILs based on hexafluorophosphate ([PF6]−), bis
(trifluoromethyl)sulfonyl] amide ([Tf2N]−) and tetrafluoroborate
[BF4]−) are normally water immiscible, therefore, they are the sol-
ents of choice for forming biphasic systems in most IL extraction
pplications [29–31]. While this property is largely conveyed by
he hydrophobicity of the anion, the water miscibility of the RTILs
epend on the length of the alkyl chain or the temperature of the
ystem [26,27].

The unique extraction ability of ionic liquids as environment-
riendly solvents urged us to use them for extraction of
lant-growth hormones. To the best of our knowledge other
eported techniques are time-consuming and/or used toxic chem-
cals. In this study we used some imidazolium-based ionic liquids:
C4mim][PF6], [C6mim][PF6], [C8mim][PF6], [C6mim][BF4] and
C8mim][BF4] (see Fig. 1) to extract 3-indole-butyric acid from real
amples followed by stripping into aqueous phase for quantitative
etermination by HPLC method.

. Experimental

.1. Apparatus

UV absorption spectra were recorded against the solvent blank
t room temperature, using Ultrospec 4000 spectrophotometer
Pharmacia Biotech) operated in double-beam mode. The HPLC
pparatus (Jacso, Japan) consists of PU-2080 plus delivery system
quipped with a UV-2070 plus detector set at 280 nm and con-
ected to LC-Net II/ADC interface. Analysis was carried out at room
emperature on a Finepak SIL C18, 100 Å pore size, 10-�m parti-
le size and (250 mm × 4.6 mm) i.d. column. Injections were made
y a RHEODYNE 7725i sample injector equipped with a 5-�L loop.
he pH measurements were made with a Metrohm 780 pH meter
sing a combined glass electrode. NMR spectra were recorded on
Brucker-Advanced DPX/250 (1H NMR 250 MHZ and 13C NMR

2.9 MHZ) spectrophotometer.

.2. Reagents

1-Bromobutane, 1-bromohexane, 1-bromooctane, 1-methy-
imidazolium, ammonium hexafluorophosphate, sodium tetraflu-
roborate, 3-indole butyric acid, 3-indole acetic acid, gibberellic
cid, and other reagents used in this study were of the highest
urity available from either Merck or Fluka Chemical Compa-
ies and were used without further purification. Ionic liquids:

C4mim][PF6], [C6mim][PF6], [C8mim][PF6], [C6mim][BF4] and
C8mim][BF4] were synthesized as described by Bonhote et al. [32]
nd their chemical structures were testified by using NMR spec-
roscopy. Doubly distilled deionized water was used throughout
he work.
f studied ionic liquids.

. Results and discussion

.1. Preliminary experiments

Preliminary experiments showed that IBA can easily be
xtracted into the imidazolium-based ILs, i.e. [Cnmim][PF6] and
Cnmim][BF4]. As 3-indole butyric acid has strong absorbance in UV
egion (Fig. 2), thus extraction procedure was optimized by using
pectrophotometric method at 280 nm as discussed below.

.2. Recommended procedure

Aqueous solutions containing IBA (1.0 mL) were brought into
ontact with 100 �L of IL at room temperature for extraction pur-
ose. For back extraction into aqueous phase, 1 mL of 2 M NaOH
olution was used. The phase-contacting experiments were carried
ut in a carefully stoppered glass test tube. In both steps, system
as vigorously stirred with magnetic stirrer (500 rpm) during the
ptimum times and then two phases were carefully separated using
centrifuge device.

For HPLC analysis of real samples, separated aqueous solutions
ontaining IBA, without any further sample pretreatment, were
acuum dried at 37 ◦C, dissolved in 50 �L methanol, injected into
he column, and eluted with %1 water–acetic acid/methanol as the

obile phase at a flow rate of 1.0 mL min−1.
Fig. 2. UV spectra of 3-Indol butyric acid (2.0 × 10−5 mol L−1).
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Fig. 3. Effect of pH of aqueous sample solution on percent extraction of IBA (1.0 mL,
1.0 × 10−4 mol L−1) into different ILs (500 �L) with an extraction period of 30 min at
room temperature.
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Fig. 4. Chemical structure of 3-Indol butyric acid (IBA).

H values. It was found that percent extraction of IBA decreased
teeply for pH > pKa (where pKa = 4.8 for IBA) and almost a plateau
as observed for pH < pKa. This behavior that was observed for all

he studied ILs can be explained by electrostatic and/or hydropho-
ic interactions as well as H-bond formation between analyte and
L. If at pH < pKa, NH group in the pyrrol ring of IBA (Fig. 4) could
e protonated to −NH2

+, electrostatic force between −NH2
+ and

nionic part of ionic liquid, i.e. PF6
− or BF4

− would be a driving
orce for IBA extraction into IL phase. But NH group has acidic
roperty and cannot be protonated, because its lone-pair elec-
rons participates in aromaticity of the pyrrol heterocyclic ring and
hen most of the IBA molecules remain neutral at pH < pKa. Thus
ydrophobic affinity of neutral IBA molecule to IL phase and also
-bonding of its hydroxyl group to PF6

− or BF4
− [33], dominate

s driving forces for IBA extraction into IL phase. At pH > pKa, the
arboxyl group of IBA molecule is hydrolyzed, thus most of the IBA

olecules gain negative charges due to their carboxylate groups.

ecause of the repulsion force between anionic site of IL and anionic
orm of IBA, percent extraction of IBA into IL phase was steeply
ecreased. It should be mentioned that at pH > pKa, H-bonding for-
ation between IBA and IL is not possible so a decrease in extraction

e
b
p
t
c

able 1
ercent stripping of IBA molecules (1.0 mL of 1.0 × 10−4 mol L−1) from different ILs (500 �

aOH (mol L−1) [C8mim][BF] [C6mim][BF4]

.01 32.0 55.4

.1 47.0 60.0
52.6 69.8
61.6 75.0

xtraction/stripping period (min) 50/120 60/120
77 (2008) 407–411 409

fficiency was observed. A pH of 2.4 was selected as the optimum
H to prevent any abrupt change in percent extraction of IBA.

.4. Effect of chemical structures of ILs on percent extraction of
BA

The influence of variation in 1-alkyl group of [Cnmim][PF6] and
Cnmim][BF4] on percent extraction of IBA was investigated. As it is
hown in Fig. 3, percent extraction of IBA is high for long chain
f 1-alkyl group. This effect is consistent with affinity of IBA to
ore hydrophobic ILs.The effect of anionic part of ILs on percent

xtraction of IBA was also studied. Percent extraction of IBA into
Cnmim][BF4] was found to be higher than [Cnmim][PF6] where
he cationic part of the ILs was similar and the same experimental
onditions were performed. This is because a stronger H-bonding
f hydroxyl groups of IBA molecules with [BF4]− anion is provided
hat has been reported to have a much higher effective negative
harge than [PF6]− anion [34]. As a result, percent extraction of IBA
as highest into [C8mim][BF4] than other studied ILs. The results

n Fig. 3 also show that the effect of anionic part of the IL on percent
xtraction of IBA was more effective than its cationic part.

.5. Time dependency of IBA extraction

Percent extraction of IBA into [C8mim][BF4] phase under the
ptimal experimental conditions for different extraction periods of
ime was studied. The IBA extraction was quantitative over a period
f 45 min. A period of 50 min was selected as the optimum extrac-
ion time for more certainty to prevent any abrupt change in the
ercent extraction of IBA into [C8mim][BF4]. It should be mentioned
hat extraction of IBA into other studied ILs was also quantitative
hen the extraction time was increased from 50 to 90 min. It means

hat the extraction rate was high when [C8mim][BF4] was used as
L phase, the reason of which was discussed in previous paragraph.

.6. Stripping of IBA molecules from IL phase

It is known that IBA molecule can be in its anionic form in the
asic solution thus IBA can be removed from IL phase when it was
rought into the contact with basic aqueous solutions. Thus NaOH
olution was used to strip IBA molecules from [C8mim][BF4] phase.
s it is seen in Table 1, IBA stripping even in the high concentrations
f NaOH solution was not quantitative when [C8mim][BF4] was
sed. Therefore other ILs were used for extraction purpose. It was
ound that after 90 min. IBA molecules were completely extracted
nto [C4mim][PF6] phase and in a time period of 120 min were
ompletely stripped into basic aqueous solution. Although percent
xtraction of IBA from aqueous solutions into [C8mim][BF4] was
igh during an extraction period of 50 min, but percent stripping
f the analyte from this IL phase into basic solutions was low. Thus,

xtraction and stripping of IBA by using [C4mim][PF6] was found to
e both less time consuming and efficient than other ILs. Although
ercent extraction of IBA by using [C8mim][BF4] was quantitative in
he extraction step but generally [C4mim][PF6] was more suitable
onsidering both extraction and stripping processes.

L) by using 1.0 mL NaOH solution at different concentrations as stripping phase.

[C8mim][PF6] [C6mim][PF6] [C4mim][PF6]

63.2 68 73.2
70.5 72.0 83.3
79.0 84.3 92.5
85.5 91.0 ∼100

65/120 75/120 90/120
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Table 2
Percent extraction and stripping of 3-indol butyric acid (IBA) in the presence of
3-indol acetic acid (IAA), Gibberllic acid (GA) and Aspartic acid (Asp) as common
coexistiong molecules.

Mixture Extraction (%) Stripping (%)

IBA and IAA 98.0 and 85.0 78.0 and 32.0
IBA and GA ∼100 and none ∼100 and none
IBA and Asp. 99.5 and 1.2 99.0 and none
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Table 3
Breakthrough volume study

Source phase
volume (mL)

Volume ratio of source
phase to IL phase

Extraction (%) Stripping (%)

1.0 10 ∼100 ∼100
3.0 30 ∼100 ∼100
5.0 50 ∼100 ∼100
7.0 70 89.0 86.2

10.0 100 67.0 66.7
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xperimental conditions: IBA, IAA, GA, and Asp. 1.0 × 10−4 mol L−1; sample solution:
.0 mL, pH: 2.4, [C4mim][PF6]: 100 �L; extraction period: 90 min; room tempera-
ure; stripping phase: 1.0 mL of 2 mol L−1 NaOH; stripping period: 120 min.

.7. IL volume

In order to find optimum [C4mim][PF6] volume for IBA extrac-
ion, 1.0 mL of 1.0 × 10−4 mol L−1 IBA was brought into contact with
ifferent volumes of [C4mim][PF6] in the optimum experimental
onditions. It was found that extraction was efficient with IL volume
f 100 �L.

.8. IL capacity for IBA

In order to find the capacity of [C4mim][PF6] for IBA extraction,
.0 mL of 1.0 × 10−3 mol L−1 IBA solution was brought into contact
ith 100 �L of [C4mim][PF6]. Percent IBA remained in solution after

xtraction was measured. It was found that the capacity of the
C4mim][PF6] was 17.6 × 10−4 mmol IBA per 1.0 mL of IL.

.9. Temperature effect

In order to study the effect of temperature, extraction from aque-
us solution into [C4mim][PF6] phase was performed at 5, 15, 25,
5 and 45 ◦C in the optimum experimental conditions. It was found
hat the temperature effect was negligible; therefore extraction
tep was carried out at room temperature without worrying about
he effect of temperature fluctuations.

.10. Ionic strength of aqueous sample phase

For studying the effect of ionic strength of aqueous phase, IBA
xtraction/stripping procedures were performed in the optimum
xperimental conditions by using different concentrations of KCl
n the range of 0–0.1 mol L−1 for adjusting the ionic strength of the
ample solutions. It was found that ionic strength of aqueous phase
as no serious effect on extraction and consequently on stripping
f IBA. Therefore, it should be mentioned that the effect of NaOH on
tripping efficiencies of IBA is due to its basic effect; in other words
he effect of ionic strength is not significant in this regard.
.11. Interferences study

The selectivity of the system was studied by performing extrac-
ion/stripping procedure on equimolar mixtures of IBA and some
ompounds that may found in pea plants. It was found (Table 2) that

3

o
o

able 4
eplicate analysis of IBA in real samples

queous Sample Initial IBA (�g mL−1)a Added IBA (�

ample 1 0.005 (±0.0005) 0.1
ample 2 0.097 (±0.006) 0.1
ample 3 3.95 (±0.11) 1.0

xperimental conditions: sample volume: 5.0 mL; pH: 2.4; [C4mim][PF6]: 100 �L; extrac
tripping period: 2 h; sample 1: shoots of pea plants which were not placed in IBA solutio
−1 IBA solution; sample 3: IBA solution with cuttings dipped in (for 2 days).

a Mean ± (1.96 s/
√

n) (n = 3).
xperimental conditions: IBA: 1.0 mL of 1.0 × 10−4 mol L−1 diluted into different vol-
mes with water; pH: 2.4; [C4mim][PF6]: 100 �L; extraction period: 90 min; room
emperature; stripping phase: 1.0 mL of 2 mol L−1 NaOH; stripping period: 120 min.

ith the exception of 3-indole acetic acid (IAA), other compounds
re not extracted into IL phase. Since UV absorption of IAA and
BA are almost the same, this technique cannot be used for anal-
sis of IBA in the presence of IAA; therefore HPLC technique was
elected for measurement of IBA. The retention times for IAA and
BA were 3.9 and 5.1 min, respectively, that are completely different
rom each other and this makes the measurement of IBA feasible in
he presence of IAA. The procedure is introduced in experimental
ection of this paper

.12. Breakthrough volume and preconcentration factor

In order to find breakthrough volume, aliquots of 1.0 mL of
.0 × 10−4 mol L−1 IBA solution were diluted into different volumes
ith water to have a constant amount (1.0 × 10−4 mmol) of IBA in
ifferent volume of the aqueous solutions. Extraction procedure
rom aqueous samples into 100 �L of [C4mim][PF6] phase was per-
ormed for each solution. As it is seen in Table 3, up to a volume ratio
f 50 (i.e. volume of source phase to volume of IL phase), percent
xtraction was quantitative and for the higher volume ratios, the
ercent extraction of IBA decreased. This decrease in IBA extrac-
ion could be due to IL dissolution in aqueous phase. Stripping step
as carried out with 1.0 mL of 2.0 mol L−1 NaOH solution and for
PLC analysis, aqueous solutions containing IBA were separately
acuum dried and dissolved in 50.0 �L of pure methanol to achieve
preconcentration factor of 100.

.13. Reproducibility and reusability of the system

Extraction/stripping procedure was repeated ten times under
he optimum experimental conditions for HPLC analysis. A relative
tandard deviation of 1.16% was obtained. It was also found that any
L phase was reusable for almost five times as the extracting phase;
his causes less cost for analysis.
.14. Real samples analysis

In order to assess the applicability of the method to the analysis
f real samples, extraction/stripping of IBA from pea plants and
ther samples were studied (Table 4).

g mL−1) Found IBA (�g mL−1)a Recovery (%)a

0.101 (±0.004) 96.2 (±3.7)
0.199 (±0.01) 101.0(±4.7)
4.88 (±0.2) 98.6(±4.2)

tion period: 5–7 h; room temperature; stripping phase: 1.0 mL of 2 mol L−1 NaOH;
n; sample 2: shoots apices of pea plants which placed in 100.0 mL of 2.0 × 10−5 mol
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Seeds of pea (p. sativum) were soaked in tap water for 6 h and
erminated in trays with garden soil. After 10 days, cuttings were
aken and set in two sample groups. The first group was sampled for

easurement of IBA that was naturally present in the cuttings. The
econd group was immersed in a foil-covered glassy pot containing
00.0 mL of 2.0 × 10−5 M IBA (4.06 �g mL−1) solution, for a period
f two days, in order to measure the amounts of IBA both uptaken
y the cuttings and remained in the solution. Shoots of both sam-
le groups were separately homogenized in liquid nitrogen. The
esulting powder (10 g) in each group was extracted in 10.0 mL of
mmol L−1 phosphate buffer (pH 7.0) for 1 h at 4 ◦C in darkness

15]. In pH 7.0 the IBA molecule is in its anionic form and could
e easily extracted into buffer solution. The resulting extracts were
ltered through a glass microfibre filter. For extraction of the fil-
ered solution by [C4mim][PF6], the pH of the sample solution was
djusted on the value of 2.4. HPLC measurement was performed,
he procedure of which was already mentioned in experimental
ection. It was found that 52.0 × 10−4 �g IBA existed in one gram
f the shoots of the first group of the cuttings. Analysis of the sec-
nd group of the cuttings showed that 10.3 × 10−2 �g IBA existed in
ne gram of shoots and the concentration of unabsorbed IBA was
.95 �g mL−1 in the solution.

. Conclusions

From the above-mentioned results and discussions, it can be
oncluded that extraction of IBA was quantitatively done by using
nly 100 �L of ionic liquid. Value of pH for the aqueous phase and
hemical structure of ionic liquid were effective parameters in this
ystem. Any ionic liquid phase was reusable for almost five times.
hus, in comparison with other extraction methods for IBA, this
ethod is less time consuming and more efficient and cheaper.

he procedure is applicable for extraction of IBA from pea plants
nd some other similar samples.
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a b s t r a c t

This paper reports studies on the determination of trace levels of samarium, europium and gadolinium in
aqueous samples by laser-induced breakdown spectroscopy (LIBS). In this work, a membrane-based filter
paper was used as a sample support for the liquid samples. The laser-induced plasma was produced in
air at atmospheric pressure, using a pulsed Nd:YAG laser. Calibration standards and synthetic mixtures of
these lanthanides were prepared using solutions prepared from respective high purity oxides. Linear cal-
ibration was obtained for Sm, Eu and Gd by normalizing the intensities of lanthanides emission lines with
aser-induced breakdown spectroscopy
LIBS)
IBS in liquids
anthanides
amarium
uropium
adolinium

respective to C(I) 193.029 nm emission line. The concentrations of Sm, Eu and Gd were then determined
in a solution containing a mixture of these lanthanides. The concentrations of individual lanthanides were
obtained within 5% of the expected values. Limits of detection were found to be 1.3 ppmw (Sm), 1.9 ppmw
(Eu) and 2.3 ppmw (Gd).

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Suitable techniques for direct measurements in liquids in con-
rol processes and in the effluents of the nuclear industry are of
reat interest. The technique should allow measurements in a cor-
osive and hostile environment and it should have good limits of
etection (�g/g to mg/g range) with a large dynamic range (∼104).
he technique should also be able to analyze various types of solu-
ions such as aqueous nitric acid, complex organic solutions, slurry
olutions, effluents, etc. Finally, there should be sufficient repro-
ucibility of the results for process monitoring.

Laser-induced breakdown spectroscopy (LIBS) has been exten-
ively used for a wide range of scientific and industrial applications
or the determination of trace and bulk components. The principle
f LIBS is well described elsewhere [1–4]. LIBS is highly useful for
he analysis of solid samples without any sample preparation steps,

nd provides good sensitivity and reproducibility. Analysis of liquid
amples by LIBS is less favored due to the inherent drawbacks of the
ethod such as splashing, surface ripples, quenching of emitted

ntensity and a shorter plasma lifetime [5,6]. Different method-

∗ Corresponding author. Tel.: +91 22 25593740.
E-mail addresses: skaggr@barc.gov.in, skaggr2002@rediffmail.com
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logies have been developed for liquids analysis, which include
reezing the samples, laminar flows, liquid jets, double-pulse tech-
ique, liquid to solid conversion technique, droplets, etc. [7–12].

n all these methodologies, there is an increase in the experimen-
al effort as well as the complexity of the equipment. A tradeoff
s usually made between the detection limits and increasing the
ime of analysis by increasing number of laser shots in order to
verage a large number of spectra. Using a solid sample support
or liquids analysis by LIBS exploits the strengths of the technique
liminating the problems inherent to liquids analysis [13]. Thus
n this work, the liquid samples were evaporated over a commer-
ially available filter paper (Whatman-42) substrate prior to LIBS
nalysis.

Lanthanides are important group of elements having interesting
hysico-chemical properties [14]. Determination of lanthanides is
equired as a part of the chemical quality assurance of nuclear fuels
nd fuel materials, and in various other fields such as geology, foren-
ic sciences, etc. Some isotopes of these lanthanide elements have
igh thermal neutron absorption cross-section and hence stringent
pecification limits have been set for these elements in nuclear

ndustry. Lanthanides are also planned to be used for tagging
he inks used for sensitive documents [15]. The physico-chemical
ehavior of lanthanide elements is similar to that of actinides and
re therefore, used as surrogates to study the behavior of actinides
n the environment.
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Table 1
Characteristics of spectral lines employed for LIBS analysis of Sm, Eu and Gd

Element �ij (nm) Aij (×108 s−1) Ej (cm−1) Ei (cm−1) gj gi

Sm(I) 471.706 0.38 0.00 21193.67 – –
Eu(I) 462.772 1.3 0.00 21605.16 8 8
Gd(II) 336.223 0.94 633.27 30366.81 – –
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India has a vast reserve of monazite sand where the total concen-
ration of lanthanide oxides is about 59%, and the ratios of Sm2O3,
u2O3 and Gd2O3 to the total amount of rare earth oxides are 3.1%,
.015% and 1.4%, respectively. Since the rare earth elements in their
urest form are also useful for many industrial applications, it is

mperative to separate these elements from the bulk as well as
rom one another. Usually solvent extraction is employed for the
eparation of individual lanthanides [16]. The distribution ratios
f Sm, Eu and Gd are very similar and hence in the initial sepa-
ation column, they elute together. For the complete separation of
hese lanthanides from one another, their quantification during the
evelopment of separation and purification processes is very essen-
ial. Determination of Sm, Eu and Gd in the concentrates is usually
arried out by chemical analysis or by X-ray fluorescence spec-
rometry, which is either tedious or expensive, respectively. A fast
nalysis technique like LIBS is highly attractive in such industrial
pplications.

A number of analytical methodologies are reported for the deter-
ination of lanthanides. Techniques based on thermal neutron

ctivation analysis have been reported since a few isotopes of these
lements have high thermal neutron absorption cross-sections [17].
ass spectrometric techniques such as inductively coupled plasma
ass spectrometry (ICP-MS) are also reported for the determina-

ion of various lanthanides in a variety of matrices [18]. The main
imitation of this methodology is the isobaric interferences from
he oxides and hydroxides of lighter lanthanide elements at heavier
anthanides. Many other techniques have also been reported for the
etermination of lanthanides such as inductively coupled plasma
mission spectrometry [17], fluorescence spectroscopy [19], and
igh performance liquid chromatography (HPLC) [20]. A few reports
re also published where LIBS has been employed for the quantifi-
ation of lanthanides [21–26].

In this paper, an experimental set-up is described for the deter-
ination of lanthanides from aqueous solutions using a Whatman

lter paper as a substrate and employing LIBS. The methodology is
imple and fast and can be directly applied in a rare earth plant or
n a nuclear reprocessing plant, where minimal sample preparation
s preferred.

. Experimental

.1. Instrumentation

The Spectrolaser 1000 M, from Laser Analysis Technologies (now
nown as XRF scientific), Victoria, Australia was used in this work.
he instrument is an integrated analysis system comprising of
n excitation laser, optical spectrograph, gated charge coupled
evices (CCD) detectors, and is fully software controlled through
computer. A high power Q-switched Nd:YAG laser which yields
p to 200 mJ of pulse energy at the fundamental IR wavelength
1064 nm), in a 7 ns pulse, at a repetition rate of 10 Hz is used. The
aser is focused on to the sample by a plano-convex lens having

focal length of 5 cm. The sample is located on a fast transla-
ional stage, which moves the sample between the two laser pulses,
xposing a new and fresh region of the sample for analysis. The
mission output is ‘focused to four separate fiber optic cables
hich carry the plasma light to the entrance slit of four separate

pectrographs in Czerny–Turner (C–T) configuration with CCD as
etectors. Each of the four spectrograph cover different spectral

ange: 180–320 nm, 320–455 nm, 455–610 nm and 610–850 nm,
iving a total spectral range coverage of 180–850 nm with a resolu-
ion of 0.6 nm. The output from each of the four CCDs is digitized by
n analog to digital convertor (ADC) circuitry. The plasma light in
he entire spectral range is thus recorded simultaneously for each

l
A
a
b
4

ij is the transition wavelength, Aij is the transition probability, Ei and Ej are the
nergies of the upper and lower level, respectively, gi and gj are statistical weights
f upper and lower level, respectively.

aser pulse. The acquisition of the spectrum can be done after fix-
ng required delay between plasma ignition and recording of the
mission spectrum. The dependence of line intensities on element
oncentrations are then analyzed using non-linear and linear equa-
ions. The spectra resulting from the accumulation of 50 shots were
sed for analysis in the present work.

.2. Sample preparation

Standard solutions of individual lanthanides (Sm, Eu and Gd)
ere prepared using high purity oxides of these lanthanides (purity

99.95%), procured from M/s Indian Rare Earths Ltd. The stock solu-
ions of required concentrations were prepared on weight basis
fter converting the oxides into nitrates by digesting them ini-
ially with supra-pure HNO3. The solutions were then evaporated
o dryness and the dried residues were re-dissolved in 1 M HNO3
repared from supra-pure HNO3 (diluted using de-ionized water
aving resistivity of 18.2 M� cm at 25 ◦C). Suitable dilutions were
hen made from these stock solutions. The calibration standards for
ndividual lanthanides were prepared with concentrations ranging
etween 2000 �g/g and 50 �g/g. Synthetic mixtures of the three

anthanides were also prepared having different amount ratios to
tudy the effect of one lanthanide on the determination of the other,
ince the emission line pattern of Sm and Eu are quite similar [27].
hree synthetic mixtures, containing Sm:Eu:Gd in the ratio of 1:1:1,
:1:1 and 1:5:1 were prepared on weight basis and were analyzed
nder the conditions identical to those used for the standards. LIBS
echnique usually applicable with minimal or no sample prepa-
ation. However, in the present method one sample preparation
tep, namely the transfer of liquid sample on to the solid substrate
Whatman-42 membrane-based filter paper) is necessary. 40 �L of
olution was transferred drop-wise to the filter paper and was evap-
rated to dryness using a hot air blower. Subsequently the paper
as allowed to cool to room temperature and was then mounted

n the sample holder. Three independent analyses using separate
ample loadings were done for each of the standards as well as of
he synthetic mixture.

.3. Selection of emission line

The spectral region used for recording the emission lines was
rom 180 nm to 850 nm, which contains almost all the emission
ines of the lanthanide elements under study. Typical spectra of the
ndividual lanthanides obtained under the identical conditions of
IBS analysis (laser energy of 60 mJ and acquisition delay of 3.2 �s)
re shown in Fig. 1. By comparison of the emission spectra, regions
here the spectral interferences from either the substrate or the

ther two lanthanide elements were minimal were identified and
he suitable lines were selected for Sm, Eu and Gd. The emission

ines used and their spectroscopic data are listed in Table 1 [27].
t Gd(II) 336.223 nm line, potential spectral interferences from Fe
nd Ca is expected. But studies have shown insignificant contri-
ution at that line [28]. For the other two emission line Sm(I)
71.706 nm and Eu(I) 462.772 nm has no spectral interference from
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to B2X–X2� observed in the LIBS spectrum as shown in Fig. 4
[30]. This placed a limitation in using the most sensitive line at
385.925 nm Gd(I) for analysis. It would be interesting to perform
these analyses in inert atmosphere such as argon, which would
reduce the spectral background at 375–388 nm regions. But this
Fig. 1. Spectra of the individual lantha

a or Fe. Apart from these analytical lines, Gd(II) 348.127 nm, Gd(II)
43.998 nm, Gd(II) 367.12 nm, Eu(I) 466.187 nm, Eu(I) 459.403 nm,
m(II) 477.783 nm and Sm(II) 470.44 nm emission lines also can
e used for calibration, but the most sensitive lines (having the
ighest calibration slope) were chosen for analytical purpose in
his work. The present system was basically developed to ascertain
he Sm–Eu–Gd concentrate, where presence of other lanthanides
s negligible. In case of a complicated system depending on the
mission spectral pattern appropriate emission line need to be
sed.

The intensities of the selected emission lines of the lanthanides
ere normalized with respect to the intensity of C(I) 193.029 nm

ine. Carbon was chosen as internal standard since filter paper
s made of cellulose. Among the two most intense C(I) lines at
93.029 nm and 247.856 nm, the latter was relatively intense, but
he emission peak profile was much cleaner for the former line.
e(I) at 249.064 nm present in the filter paper contributes to the
ackground at the C(I) 247.856 nm line as shown in Fig. 2 and was
hus not used for normalization.

. Results and discussion

.1. Temporal resolution for acquisition

The evolution of laser-induced plasma is divided into sev-
ral transient phases. The spectrum from the early stage of the
lasma is characterized by a continuum background emission due
o bremsstrahlung and recombination of electrons with ions in the
lasma. The continuum background decays rapidly as the plasma
ools and expands. A properly selected detection window can
mprove the signal-to-noise ratio (SNR) of the data, which is very
mportant for quantitative measurements. In general, the optimal

cquisition delay time depends on the laser pulse energy, the kind
f sample and the surrounding atmosphere. On the other hand, its
ependence on the species is not significant and generally, a unique
cquisition delay time can be chosen for all the elements [29]. In this
ork, an acquisition delay time of 3.2 �s was found to give the best
in solution under identical conditions.

NR corresponding to 60 mJ of laser energy. A typical plot of depen-
ence of LIBS SNR for Gd(II) 336.223 nm emission line on delay time

s depicted in Fig. 3. It is clear from the figure that the maximum
NR is recorded at around 3.2 �s of delay. The gate window of 10 �s
s fixed and cannot be varied in the present instrument.

It is interesting to note that though the LIBS analysis was per-
ormed in ambient air, the emission lines of oxygen (777.195 nm)
nd nitrogen (746.86 nm) were not observed in the spectra. Filter
aper being a carbonaceous material, nitrogen from air combines
ith carbon and forms cyanide and gives CN (0–0) emission due
Fig. 2. Carbon emission line in the blank filter paper.
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Table 2
Reported trace elements concentrations in the Whatman-42 membrane filter paper
[31]

Element ppmw

Al 2
Sb <0.02
As <0.02
Ba <1
B 1
Br 1
Ca 13
Cl 80
Cr 0.3
Cu 0.3
F 0.2
Fe 6
Pb 0.2
Mg 1.8
Mn 0.05
Hg <0.005
N 12
K 1.6
S
N
S
Z

E
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w
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y = a + bx (2)
ig. 3. Dependence of LIBS signal intensity on the delay time for Gd(II) 336.223 nm
mission line, using 60 mJ of laser energy.

as not attempted for present experiments since the aim of the
ork was to develop a methodology for in-stream application.

.2. Calibration curves

The data reported on the concentrations of different impurities
n the Whatman-42 membrane filter paper are shown in Table 2.
t can be seen that lanthanides are not present at detectable lev-
ls, and hence these filter papers were selected as sample supports
or the determination of lanthanides in solutions. The calibration
urves were obtained by normalizing the intensity of the selected
mission line of lanthanide element with respect to the C(I) line
193.029 nm) versus the corresponding concentrations of Sm, Eu
nd Gd and are shown in Fig. 4. In these figures, each point corre-
ponds to an average of three measurements performed using fresh
lter paper and the error bars are the standard deviations (±1�).

The calibration curves for Eu and Gd were linear in the low con-

entration region and showed saturation at higher concentrations,
ue to self-absorption in the plasma. This is commonly observed in

aser-produced plasmas at atmospheric pressure [32]. The presence
f self-absorption is evidence from the variation in intensity ratio of

ig. 4. Carbon monoxide and cyanide emission observed in the LIBS spectrum of a
ypical Whatmam-42 filter paper.

(
p

F
t
l

i <2
a 33

<5
n 0.6

u(I) 462.772 nm to Eu(I) 459.403 nm for different concentrations
f Eu in solution (Fig. 5). The theoretical value for the intensity ratio
s 0.8, whereas in the higher concentration range, the ratio is in the
ange of 0.65 indication self-absorption of the resonant line Eu(I)
62.772 nm. The calibration curve for Sm showed a linear depen-
ency over the entire concentration range used in the present work.
or saturated calibration curves, a non-linear function, given below,
as used to fit the experimental data.

= a + bx + cx2 (1)

here x represents the element concentration and y the line inten-
ity in arbitrary units (a.u.). For low concentrations, Eq. (1) is
pproximated by the straight line
Calibration curves obtained by fitting experimental data to Eqs.
1) and (2) are shown in Fig. 6 and the corresponding values for the
arameters a, b and c are listed in Table 3.

ig. 5. Intensity ratios of Eu(I) 462.772 nm to Eu(I) 459.403 nm for different concen-
rations of Eu in solution. Dotted line indicates the theoretical intensity ratio of the
ines.
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Table 3
Parameters of Eqs. (1) and (2) obtained by fitting calibration curves and the corre-
lation coefficients (R2)

Element Equation number a b c R2

Sm 1 – – – –
2 0.389 46.738 – 0.996

Eu 1 0.771 43.049 −63.116 0.994
2 0.820 38.889 – 0.987

Gd 1 2.425 40.529 −64.853 0.988
2 2.214 52.571 – 0.999

Fig. 7. Comparison of the expected values (filled bars) and LIBS (open bars) analysis
r
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ig. 6. Normalized elemental emissions from LIBS as a function of concentrations
f Sm, Eu, and Gd.

.3. Precision and detection limit

Solutions of pure lanthanides and three synthetic mixtures of

he lanthanides (LSM) were then analyzed under the experimen-
al conditions identical to those used for standards. The results
resented in Fig. 7 show that the values obtained for the lan-
hanides in the mixture were in good agreement with the expected

T
a
N
N

able 4
comparison of the detection limits (ppmw) from present work with those reported in li

lement LOD Rema

This work (ppmw) Literature data

m 1.3 40 ppm NaCl
– Pollu

u 1.9 5 ppm NaCl
100 ppb Quar
3.3 × 10−5 mol/L Aque

d 2.3 200 ppm NaCl
– Gd p

pmw: parts per million by weight; ppm: parts per million. Reported data are in ppm unit
nit was used.
esults of the LSM and pure individual lanthanide solution samples.

alues and there is no systematic bias in the determination of
m, Eu and Gd when they are present together in a mixture. To
ave a quality check on the spectral response of the system, a
tandard was always analyzed before analyzing the unknown sam-
les.

The limit of detection (LOD) depends on the element and the
mission line selected for the study. LODs were calculated as 3�/m,
here m is the gradient of the line and � is the uncertainty in the

ntensity for the calibration point with the lowest concentration.
he detection limits calculated from the present work are given in
able 4 for the determination of lanthanides. LODs of Sm and Gd

re much better than those reported by Ishizuka [26] in the solid
aCl matrix. The LOD of Eu is comparable with reported value in
aCl matrix.

terature

rks Reference

matrix [26]
ted soil [23]

matrix [26]
tz with Eu2O3 [21]
ous suspension of Eu2O3(s) particles with Eu3+ ion present [22]

matrix [26]
late and Gd coated on a stainless steel plate [25]

whereas the present work was carried out on weight basis, hence ppmw, i.e., �g/g
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. Conclusions

LIBS has been applied for the determination of Sm, Eu and Gd in
queous solutions. An accuracy of about 5% has been achieved in the
etermination of individual lanthanides from a mixture. LIBS tech-
ique is promising for the determination of lanthanides in different
atrices, such as U/Th matrix with rich and complex emission spec-

ra, after separation of the bulk of the matrix. LIBS provides an
ndependent approach based on different physico-chemical prin-
iple for the determination of different trace constituents and hold
otential for the development of trace element certified reference
aterials required for different matrices of interest in nuclear tech-

ology.
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a b s t r a c t

Two rapid, accurate and sensitive methods are developed and validated for the quantitative simultaneous
determination of cefotaxime (CFX) and its active metabolite desacetylcefotaxime (DCFX) in urine.

Based on the previous results which showed the four electron reduction of CFX at ≈ −0.5 V, and the new
findings that DCFX reduction occurred at more positive potential (−0.23 V), the new adsorptive stripping
differential pulse voltammetric (AdSDPV) method was developed for determination of CFX in the presence
of DCFX. Linear responses were observed over a wide concentration range (0.07–0.52 �g/ml for CFX and
0.22–1.3 �g/ml for DCFX) in urine.

The second assay involves subsequent separation on a reversed-phase HPLC column, with ultraviolet
detection at 262 nm. Retention times were 4.057 and 1.960 min for CFX and DCFX, respectively. Linear
responses were observed over a wide range, 0.55–6.60 �g/ml for CFX and 1.10–11.00 �g/ml for DCFX, in
Voltammetry
RP-HPLC

urine.
The statistical evaluation for both methods was examined by means of within-day repeatability (n = 5)
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. Introduction

Cefotaxime, (CFX), Fig. 1(A), is a semisynthetic third genera-
ion cephalosporin antibiotic used intravenously for the treatment
f infections caused by a wide variety of Gram-negative and
ram-positive species of bacteria. In the human organism, it is
etabolized by esterases to desacetylcefotaxime (DCFX), active
etabolite, and several non-active metabolites Fig. 1(B). CFX and
CFX are primarily eliminated by the kidneys. The half-life of CFX
nd DCFX is approximately 1.1 and 1.5 h, respectively. The major-
ty of the administered dose of CFX (50–60%) is being excreted
nchanged in the urine [1].
The major routes of CFX degradation involve hydrolysis of the
-lactam ring and the acetoxy ester. At physiologically relevant pH

pH 6–7), temperature and concentration values the amide side-
hain hydrolysis is negligible [2]. Deesterification proceeds more

∗ Corresponding author. Tel.: +381 11 3951294; fax: +381 11 3974 349.
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) and was found to be satisfactory with high accuracy and precision.
© 2008 Elsevier B.V. All rights reserved.

apidly than the �-lactam ring opening. At low pH, an internal ring
losure can occur to form the lactone of the deesterified product
3]. Decomposition pathway is represented in the Scheme 1 where

represents the amide side chain, and R’ represents sodium or
ydrogen ion.

Among the various published methods concerning the determi-
ation of cephalosporins and its metabolites in biological matrices,
PLC methods have been primary described [4–6]. Derivatization
rocess for cefotaxime determination has also been reported [7].
nly few of the reported methods in literature determine simul-

aneously CFX and DCFX in human plasma and cerebrospinal fluid
CSF) by high-performance liquid chromatography [1,4]. Literature
ata related to CFX/DCFX determination using HPLC method in
rine sample [8,9] show that only spiked urine was studied. No

iterature data was found considering simultaneous voltammetric
etermination of CFX and DCFX neither in spiked nor in real urine

ample.

Although the HPLC is dominantly applied technique for
FX/DCFX determination, the method is quite difficult, due to
he polar nature of the analytes and their instability [4]. Also,
he potential problem is the presence of unknown endogenous
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Scheme 1. Decomp

omponents of human urine. Our previous investigations related to
he cephalosporin reduction mechanism showed that the presence
f different C-3 substituents influences the methoxyimino group
eduction at 7-position [10–12], causing different peak position of
he reduction of CFX and DCFX. Since both compounds contain the

ethoxyimino group, the different peak potential of CFX (≈−0.5 V,)
nd its parent compound DCFX (−0.23 V), enables the simultaneous
etermination of both compounds. This paper demonstrates the
pplication of HPLC and voltammetric techniques as tools for fol-
owing and determination of CFX and its active metabolite as well,
imultaneously in real urine sample having in mind the best separa-
ion conditions, the peak shape and the critical stability of analytes
n different pH levels. Some extraction and detection methods have
een employed to assay CFX and its metabolite in plasma, urine
nd CSF, but these methods were either not sensitive enough or
equired large volumes of matrix [8,9]. In bioanalytical methods it
s important to minimize the sample preparation procedure, and
olid phase extractions could sometimes compromise the stability
nd quantitativity of analytes. Therefore the simplest preparation
rocedure is always recommended.

For this reason in this study, a simple sample preparation
ethod has been applied, including only protein precipitation and

ltration through the membrane filter. This procedure has not influ-
nced the quantitative assay of the investigated compounds and
esulted in a good recovery values.

This paper describes two simple, rapid and specific methods for
he simultaneous determination of CFX and DCFX in urine with
ood separation, sensitivity and linearity over a wide concentration
ange.

. Experimental

.1. Apparatus and conditions

.1.1. Instrumentation

The Voltammetric measurements were performed with an Amel

33-A computerized polarographic analyzer. Three-electrode sys-
em was employed: hanging mercury dropping electrode (HMDE),
g/AgCl reference electrode and a Pt-auxiliary electrode.

Fig. 1. Cefotaxime (A) and desacetylcefotaxime (B).
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n pathway of CFX.

A Hewlett-Packard HP 1100 (Palo Alto, CA, USA) chromato-
raphic system equiped with HP 1100 binary pump and HP 1100
V–vis Detector was used. Sample injection was made through
heodyne injector valve with a 20 �l sample loop. The isocratic
hromatographic method used a C18 XTerraTM (150 mm × 3.9 mm,
�m) column (Waters, USA) maintained at 25 ◦C. Before use

he mobile phase was degassed and vacuum filtered through
.45 �m nylon membranes (Alltech Associates Inc., Belgium), and
hen pumped at a flow rate of 1.0 ml/min. The detection of all
nalytes was performed at 262 nm. Data was acquired with Chem-
tation software from HP.

A centrifuge Tehtnica (Železniki) LC—320 was used.
A Radiometer pH meter, PHM 220, with appropriate standard

uffer solutions was used.

.1.2. Reagents and solutions
CFX was from Sigma and DCFX is kindly donated by Agency

f Drugs and Medical Devices, Belgrade, Serbia. For checking the
apabilities of the proposed methods in laboratory conditions the
FX/DCFX mixture was prepared by controlled alkaline hydrolysis
f CFX [13]. The chromatographic internal standard was paraceta-
ol (Carlo Erba, Milan, Italy).
Britton-Robinson buffer solution, used as supporting electrolyte

or voltammetric measurements was prepared in the usual way
14].

All reagents were of analytical grade. Acetonitrile-HPLC grade
Lab Scan, Dublin, Ireland) and 85% ortophosphoric acid (Carlo
rba, Milan, Italy) were used. The mobile phase was prepared
y mixing 85 ml 0.007 M solution of orthophosphoric acid and
5 ml of acetonitrile to 100 ml, then filtered and degassed before
se.

A 50 �g ml−1 solution of paracetamol in the mobile phase was
repared as internal standard solution, and stock solutions of CFX
nd DCFX were made as 10 �g ml−1 water solutions.

Water was deionised using System Simplicity 185 (Millipore,
SA).

The human urine samples were collected daily from at least six
ealthy individuals and a pool of these was used.

The real urine samples were obtained from the patients after
he cefotaxime administration.

.2. Procedures

.2.1. Procedure for urine sample preparation
4.0 ml of concentrated urine sample was treated with 0.3 ml

f methanol as urine protein precipitating agent. After the vor-
ex during ∼30 s, the precipitated protein was separated out by
entrifugation for 25 min at 3900 rpm. The clear supernatant layer
as used in further procedure as protein-free human urine. This
rotein-free urine (1.0 ml) was diluted with redistilled water up

o 10 ml (U0) and filtered through the 0.2 �m membrane fil-
ers. The real urine samples were collected after 30, 60 and
20 min of administration of the drug to a patient, and the
ame preparation procedure was applied yielding the UR solu-
ion.
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.2.2. Procedure for voltammetric determination
Cyclic voltammetry: In electrochemical cell 14 ml of BR buffer

f different pHs was transferred, deaerated for 10 min with high
urity nitrogen and 1 ml of stock solutions were added to make the
nal concentration of DCFX 7 × 10−5 M and CFX of 3 × 10−5 M. The
olution was purged for another 3 min and cycle voltammograms
ere recorded with the scan speed of 100 mV s−1 and drop size 40

.u.
DP voltammetry: An aliquot of 15 ml of supporting electrolyte

only BR or 0.15 ml of U0 and 14.85 ml BR) solution was introduced
nto electrochemical cell and de-aerated with pure nitrogen for
0 min. A selected accumulation potential was then applied to a
ercury drop, for a selected accumulation period, while the solu-

ion was stirred at 300 rpm. The stirring was then stopped, and after
10 s rest period, an adsorptive stripping differential pulse voltam-
etry was applied in the negative direction over the range of −0.0 V

o 1.2 V vs. Ag/AgCl. After the background voltammogram had been
ecorded, aliquots containing 60 and 120 �l of the stock solutions of
CFX and CFX were added to a cell and under the same conditions
P voltammogram was recorded at a new drop. The quantification
as performed by standard addition method under the optimized

onditions.
Quality control samples were prepared at three different con-

entration level for each drug (0.15, 0.30 and 0.45 �g ml−1 for CFX
nd 0.44, 0.87 and 1.29 �g ml−1 for DCFX), and were analyzed under
he same conditions.

The same procedure was employed when the applicability of
he proposed methods was checked, only the urine stock solution
0, was replaced with real urine sample UR, or with the CFX/DCFX
ixture prepared by controlled alkaline hydrolysis of CFX [11].

.2.3. Procedure for chromatographic determination
Urine drug-free samples were initially diluted with water at

volume 1:50 and filtered using 0.2-�m filter. For a blank urine
ample a subsequent 1:1 dilution was performed with the mobile
hase solution. Zero urine sample solution was prepared by mix-

ng 5 ml of urine sample solution made in a 1:50 water dilution
nd 1 ml of internal standard solution in a 10-ml volumetric flask
nd by diluting this mixture to volume with the mobile phase solu-
ion. The concentration of internal standard in zero urine sample
as 5 �g ml−1. Spiked urine samples were prepared by adding the

ppropriate volumes of CFX stock solution, the internal standard
tock solution and mobile phase solution to attain concentrations
f 0.55, 1.10, 2.20, 3.30, 4.40, 5.50 and 6.60 �g ml−1 for CFX. The
piked urine samples containing DCFX were prepared in the same
anner to attain concentrations of 1.10, 2.20, 3.30, 5.50, 7.70, 9.90

nd 11.00 �g ml−1 for DCFX. In all non-zero solution of CFX and
CFX concentration of internal standard was 5 �g ml−1 and the
nal dilution of urine sample was 100-fold.

When the real urine samples were analyzed, 5 ml of the 50-fold
iluted urine sample was transferred to 10-ml volumetric flask, 1 ml
f the internal standard stock solution was added and the sample
as further diluted to volume with the mobile phase solution.

Quality control samples were prepared at three different levels
or each (low, medium and high QC samples). 5 ml of the 1:50 urine
ample water dilution was transferred into 10-ml volumetric flask
nd appropriate amounts of internal standard, CFX and/or DCFX
ere added and diluted to volume with the mobile phase solution

o produce the final concentrations equivalent to 5 �g ml−1 of inter-
al standard and 1.10, 3.30 and 5.50 �g ml−1 for CFX and/or 2.20,

.50 and 9.90 �g ml−1 for DCFX.

Chromatographic procedure: Three injections (20 �l) of each of
hese solutions were injected into the chromatographic system. The
reas of the peaks were measured, and the ratios of the peak area of
he CFX and DCFX to that of the internal standard were calculated

(
p
p
p
i
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or each injection. For calibration curve the average peak area ratio
or each dilution was plotted against the quantity of CFX and DCFX
n the solution.

. Results and discussion

The presence of methoxyimino group in the molecules of
FX and DCFX is very important for its chemical and electro-
hemical behavior. Our previous studies [10–12] concerning the
lectrochemical behavior of Cefetamet, also the third generation
ephalosporin resulted in the mechanistic scheme for the reduc-
ion of the O-methyloxime grouping of this antibiotic. It has been
hown that its reduction occurred in two steps, corresponding to
reduction to the imine and amine, respectively. Those two two-

lectron processes are caused by differences in position and rate of
stablishment of acid–base equilibrium resulting in protonation of
he oxime and imino grouping.

The reduction of the metoxyimino group in CFX molecule occurs
n two step pathway [10,11]: the N-OCH3 group is being proto-
ated and than N–O bond is cleaved (1), yielding an imine which is
ubsequently protonated and reduced to an amine (2), as follows:

2C NOCH3 + 2H+ + 2e− ⇔ R2C NH + CH3OH (1)

2C NH + 2e− + 2H+ ⇒ R2CHNH2 (2)

However, the absence of the COCH3 group in DCFX molecule
akes its methoxyimino group reduction easier. As a result the
CFX reduction occurs at about 200 mV positively relative to CFX,
ielding only one reduction peak corresponding to the four electron
eduction.

2C NOCH3 + 4H+ + 4e− ⇔ R2CHNH2 + CH3OH (3)

Occurrence of a single four-electron wave of DCFX is caused by
he vicinity of the reduction potentials of oxime and intermedi-
te imine. On contrary, splitting is occurring when the reduction
f oxime happens at more positive potentials related to reduction
otential of imine.

This difference in peak potential enables the CFX and its metabo-
ite DCFX to be determined simultaneously in buffer solutions as

ell as in urine samples.

.1. Influence of pH of the supporting electrolyte

The voltammetric behavior of DCFX:CFX (70%:30%) mixture has
een examined in the pH range 2.0–12.0 by using CV and DPV. In
cid medium, pH < 6, three peaks are present, one at −0.3 V (I) with
uch higher current intensity, and the other two smaller peaks (IIa

nd IIb) at more negative potentials (−0.45 and −0.6 V). The behav-
or of those negative peaks is similar to previously obtained for CFX
tandard solution and have been already reported [15,16]. Accord-
ng to above mentioned reduction pathway, it can be assumed that
eaks IIa and IIb are due to the CFX reduction and peak I appears
s a consequence of the DCFX reduction. The origin of the peaks
as confirmed by standard addition method by adding an adequate

olume of CFX or DCFX standard solution to DCFX/CFX mixture.
Some, representative, DP voltammograms of 7 × 10−5 M

CFX/3 × 10−5 M CFX in BR buffer solutions of pH 2–5 are pre-
ented in Fig. 2. Also, at the same Figure, the dependencies of the
p vs. pH plots in the whole pH scale are attached.

The effect of the pH on the peak currents and peak potentials

I and II) was examined showing the peak current maximum at
H 2.8 and the involvement of the H+ ions in the electron transfer
rocess. The obtained dependencies of ip vs. �1/2 and ip vs. � for both
eaks showed the irreversible, diffusion-controlled process which

s strongly influenced by the adsorption of CFX and DCFX on the
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ig. 2. The representative DP voltammograms of 7 × 10−5 M DCFX/3 × 10−5 M CFX i
or 7 × 10−5 M DCFX/3 × 10−5 M CFX in BR buffer pH 2–12, � = 20 mV s−1 (attached).

ercury surface, the phenomena already established for the other
ephalosporins [17].

The investigated pH dependence suggested the pH 2.8 as the
ptimal one for further analytical investigation.

.2. Adsorptive character of the drug

After the preconcentration of 30 s of the mixture containing
.4 × 10−6 M DCFX/6 × 10−7 M CFX (70:30) at pH 2.8 the higher
eak current was obtained. The slope value of 0.958 of the log-
rithmic dependence of the peak currents vs. scan rate indicates
he strong adsorption of the investigated specie on the mercury
urface [18]. This phenomenon enabled the adsorptive stripping
echniques to be preferable for the further analytical investigations.
mong these techniques the square-wave adsorptive stripping
oltammetry (SWAdSV) resulted in the highest signal intensity,
ut followed by the high background current in urine sam-
les. For this reason, the adsorptive stripping differential pulse
oltammetry (AdSDPV) was chosen due to the best signal/noise
atio.

.3. Optimization of the DPV parameters

Several experimental parameters were examined in developing
suitable analytical procedure for the determination of DCFX/CFX
ixture. The study was done with 7 × 10−7 M DCFX/3 × 10−7 M CFX

n BR buffer (pH 2.8). The scan speed of 20 mV s−1, the pulse ampli-
ude of −50 mV, potential pulse width of 20 ms, and pulse repetition
f 100 ms were further applied. Besides those four parameters,
he influence of drop size, stirring rate and rest time on the peak
urrent were also investigated. The chosen working conditions
ere: drop size of 60 au, stirring rate of 300 rpm and rest time of

0 s.

.3.1. Effect of accumulation potential and time
To determine the optimal accumulation potential (Eacc) the
otential range of 0.0 to −1.0 V was examined for 7 × 10−7 M
CFX/3 × 10−7 M CFX mixture in BR buffer in the pH range from
.4 to 3.2, after the preconcentration period of 30 s. The best results
or DCFX were recorded for Eacc = −0.1 V at pH 2.8. On the other
and, peak II corresponding to CFX reduction shows the highest

h
t
u
c
f

uffer solutions of pH 2–5; The influence of the pH on DPV peak potential response

eak current at Eacc = 0 V. In order to achieve best selectivity and
o determine DCFX in the CFX presence a deposition potential of
acc = −0.1 V was selected.

The DPV adsorptive stripping voltammograms of 7 × 10−7 M
CFX/3 × 10−7 M CFX mixture were recorded under the chosen
xperimental conditions at increased accumulation time. The
dsorptive saturation of the mercury surface was reached in short
ccumulation period and the accumulation time of 15 s was chosen
or further determination.

.4. Chromatographic method development

In bioanalytical method development it is always impor-
ant to minimize the sample preparation procedure. Therefore,
he use of solid-phase extraction (SPE) for isolating the ana-
ytes from the biological samples was considered and found
o be not obligatory when dealing with urine. Therefore, urine
amples were directly analyzed applying simple dilution and
ltration through filter membranes porosity of 0.2 �m before
nalysis. The recovery rates that could be determined by com-
aring observed analyte concentrations in extracted sample and
ample without SPE treatment are similar and there were no
ignificant endogenous interference noticed also. Since the per-
orming of SPE procedure could sometimes compromise the
tability of analytes, the simplest preparation procedure was
elected.

Various chromatographic conditions were investigated during
he preliminary experiments including the use of acetate buffers
olutions adjusted to different pH levels and use of methanol or
cetonitrile as organic modifiers. On behalf of the known polar-
ty characteristics of CFX and DCFX and the literature search,
he stationary phase was selected to be a C18 column. Having
n mind the best separation conditions, the peak shape and the
ritical stability of analytes on different pH levels, the possi-
ility of using the composition of the mobile phase found in
he literature considering the investigation of CFX and DCFX in

uman plasma and cerebrospinal fluid [1] was tested. The poten-
ial problems could be probably ascribed to the presence of
nknown endogenous components of human urine. The performed
hromatographic test runs proved that there were no critical inter-
erences.
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.5. Validation of chromatographic and voltammetric methods

The chromatographic, and voltammetric methods were vali-
ated in accordance with FDA bioanalytical method validation
uidance [19] in terms of specificity, sensitivity, linearity, intra-day
nd inter-day precision and accuracy short-term and freeze and
haw stability.

The method’s specificity, as the ability of an analytical method
o differentiate the analyte in the presence of other components
n the sample, was tested for interference by observing the chro-

atograms and voltammograms of the blank urine samples and
hose obtained with the solutions of the urine spiked with CFX
nd DCFX at the lowest standard concentration on the calibration
urves. All the unknown constituents of urine were eluted at differ-
nt retention times of the analytes. CFX was eluted at about 4 min
nd its metabolite DCFX being a substance with greater polarity
ppeared at the chromatogram with the retention time of about
min. The proposed composition of the mobile phase appeared

o be quite suitable to allow the appropriate retention of analytes
n order to avoid all the interfering peaks or the co-elution of the
omplex urine matrix.

For sensitivity determination, the lowest standard concentra-
ions on the calibration curves for CFX and DCFX were considered
s the lower limits of quantification LLOQ. The LLOQ levels were
xpected to be at least five times the response compared to blank
esponse and the analyte response to be reproducible with a preci-
ion of 20% and accuracy of 80–120%. The measured LLOQ levels for
FX and DCFX were 0.55 �g/ml and 1.10 �g/ml, and 0.07 �g/ml and
.22 �g/ml for chromatography and voltammetry method, respec-
ively. The linearity of the method was determined for each analyte
n the sample by constructing the calibration curves consisting of

blank urine sample (matrix sample processed without internal
ample), a zero sample (matrix sample processed with internal
ample) and seven non-zero samples covering the expected range,
ncluding LLOQ. At least four of seven non-zero samples includ-
ng LLOQ were expected to meet the acceptance criterion asking
hat there was not to be no more than 20% deviation at LLOQ from
ominal concentration and no more than 15% deviation for samples
bove LLOQ. The acceptance criterion for the correlation coefficient
as 0.998 or more. The proposed methods proved to be linear over
wide concentration ranges for both of the analytes. The concentra-

ion ranges were selected in accordance with the pharmacokinetic
rofile of CFX and could be appropriate even when dealing with
he patients with impaired renal function since the most affected
harmacokinetic parameter by renal dysfunction is the half-life of
FX which increases while the amount of the drug recovered in
he plasma decreases. The linearity was confirmed by calculating
he important calibration curve parameters which were presented

n Table 1. The intra-day precision and accuracy of the assay was
ested by analyzing five spiked samples at three quality control
evels (low, medium and high) for each analyte and by compar-
ng the obtained results with those as calculated from regression
quations. The inter-day precision and accuracy was determined

m
w
a
p
o

able 1
alibration curve parameters for HPLC and voltammetric methods

alibration data HPLC

CFX DCFX

oncentration range (�g/ml) 0.55–6.60 1.10–11.0
= ax + b y = 0.1719x + 0.0421 y = 0.132

0.9984 0.9981
a 0.0043 0.0037
b 0.0173 0.0251

= correlation coefficient; a = slope; b = intercept; Sa = standard deviation of slope; Sb = stan
77 (2008) 131–137 135

ver the period of three days by analyzing five spiked samples at
ach quality control (QC) level for both of the analytes in the sam-
le. Nominal acceptance criteria for accuracy and precision were
hat the percent deviation of the mean concentration falls within
15% of the nominal value and that relative standard deviation of
ach QC sample must be within 15%. The results for both, intra- and
nter-day precision and accuracy, are within the acceptance criteria.
omparison of LLOQ levels for CFX and DCFX obtained with both
ethods showed that voltammetric method was much more sen-

itive, but at the same time less precise. It is obvious that R.S.D.
alues decrease with the concentration level increase (Table 2).
hese statements are valid in the case of voltammetric method
or both intra and inter day examinations. However, the results
btained with HPLC method are in accordance with voltammet-
ic ones in the case of intra-day investigations only. When inter-day
recision and accuracy was tested, the results in HPLC method were
ot in accordance with the trend already mentioned. The explana-
ion could be probably found in the difference of the sensitivities
f the methods applied (Table 3).

During the short-term stability testing QC samples of both
FX and DCFX were kept at room temperature for 5 h based on
he expected duration that samples will be maintained in the
ntended study during sample processing. The obtained results
ndicated reliable stability behavior of each QC sample at usual
oom temperature conditions for at least 5 h although the routine
hromatographic and voltammetric analysis is expected to be even
ess time consuming.

Freeze and thaw stability was investigated over three freeze and
haw (room temperature) cycles conducted with QC samples of
ach analyte confirming that no stability-related problems would
e expected during the samples routine analysis.

.6. Applicability of the methods

For checking the capability of the proposed methods in labora-
ory conditions, the DCFX/CFX mixture was prepared by controlled
lkaline hydrolysis. This means that after the certain time that CFX
as been exposed to the sodium carbonate influence [13], pH was
djusted to 4.7 with the addition of glacial acetic acid, and the
ydrolysis was stopped. After that a period of time is required
o obtain the equilibrium mixture concentration. Voltammetric
esults confirmed that the DCFX peak intensity became constant
fter 1.5 h. Under these conditions the obtained ratio of DCFX:CFX
as approximately 70%:30%, since the CFX is supposed not to be

ompletely hydrolyzed. Therefore the appropriate standardization
f this procedure was developed in order to obtain the constant
omponents content.

In order to test the capability of the proposed methods (voltam-

etric and chromatographic ones) the sample of U0 was spiked
ith adequate volume of DCFX/CFX mixture prepared by controlled

lkaline hydrolysis. Two voltammetric and two chromatographic
eaks at potentials of −0.28 V and −0.45 V, and retention times
f 4.042 min and 1.951 min for CFX and DCFX, respectively, were

AdSDPV

CFX DCFX

0 0.07–0.52 0.22–1.3
4x + 0.0595 y = 0.1860x + 0.0105 y = 0.2623x + 0.2031

0.9994 0.9984
0.0075 0.0037
0.0173 0.00521

dard deviation of the intercept.
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Table 2
Precision and accuracy of CFX and DCFX HPLC and voltammetric assay

Intra-day (n = 5) HPLC AdSDPV

Analyte Added (�g/ml) Found ± S.D. (�g/ml) R.S.D. (%) Recovery (%) Added (�g/ml) Found ± S.D. (�g/ml) R.S.D. (%) Recovery (%)

CFX 1.10 1.077 ± 0.040 3.72 97.92 0.15 0.142 ± 0.009 6.52 94.67
3.30 3.280 ± 0.077 2.35 99.41 0.30 0.321 ± 0.017 5.17 107.03
5.50 5.718 ± 0.103 1.81 103.97 0.45 0.432 ± 0.014 3.21 96.11

DCFX 2.20 2.323 ± 0.066 2.83 105.58 0.44 0.431 ± 0.027 6.31 97.87
5.50 5.189 ± 0.075 1.44 94.34 0.87 0.844 ± 0.042 4.95 96.96
9.90 8.997 ± 0.101 1.12 90.88 1.29 1.234 ± 0.032 2.62 93.23

Inter-day (n = 3) HPLC AdSDPV

Analyte Added (�g/ml) Found ± S.D. (�g/ml) R.S.D. (%) Recovery (%) Added (�g/ml) Found ± S.D. (�g/ml) R.S.D. (%) Recovery (%)

CFX 1.10 1.065 ± 0.050 4.70 96.83 0.15 0.143 ± 0.007 4.89 95.13
3.30 3.187 ± 0.135 4.23 96.57 0.30 0.287 ± 0.011 3.66 95.67
5.50 5.430 ± 0.376 6.93 98.72 0.45 0.438 ± 0.013 3.07 97.22

DCFX 2.20 2.227 ± 0.109 4.89 101.22 0.44 0.421 ± 0.019 4.52 95.78
6.02 0.87 0.846 ± 0.027 3.23 97.21
1.02 1.29 1.267 ± 0.033 2.63 98.20
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Fig. 3. Adsorptive stripping differential pulse voltammograms of real urine obtained
30, 60 and 120 min after intramuscular administration of CFX (� = 20 mV s−1,

T
D

S

A

C

D

F

A

C

D

5.50 5.281 ± 0.115 2.18 9
9.90 9.011 ± 0.352 3.90 9

.D.: Standard deviation; R.S.D.: relative standard deviation.

btained. The origin of these peaks was checked using standard
ddition method with DCFX and CFX stock solutions.

The concentrations of DCFX and CFX in obtained mixture were
alculated from calibration graphs (Table 1) with R.S.D. of 5%.

The application of the proposed methods was also tested in real
uman urine. The real urine sample was obtained from the patient
fter the CFX administration, pretreated as mentioned above (Sec-
ion 2.2.1). Adsorptive stripping differential pulse voltammograms
ere recorded and presented in Fig. 3. There are two voltammetric
eaks present at reduction potentials of ≈ −0.23 V and −0.46 V. The
rigin of these peaks was checked using standard addition method
ith DCFX and CFX stock solutions.

These findings were confirmed by RP-HPLC method from the
ame solutions, simultaneously performed and shown in Fig. 4. The
eaks of CFX and DCFX are well separated at retention times of

R = 3.822 min and tR = 1.915 min, respectively. The origin of these
eaks was also proved after addition of CFX and DCFX. Besides,

here are some components of the complex urine matrix, not influ-
ncing the main peaks of CFX and DCFX. The drug content in the
eal urine changes with the time of drug administration. With
ncreasing time from 30 to 120 min concentration of CFX in the real

E

able 3
ata showing short-term and freeze and thaw stability of CFX and DCFX at all QC levels

hort-term stability HPLC

nalyte QC level (�g/ml) Recov

FX 1.10 98.61
3.30 96.68
5.50 101.90

CFX 2.20 107.64
5.50 93.60
9.90 101.04

reeze and thaw stability HPLC

nalyte QC level (�g/ml) Recovery (%)

Cycle I Cycle II

FX 1.10 102.51 102.34
3.30 101.08 100.13
5.50 99.72 99.45

CFX 2.20 105.01 104.39
5.50 98.38 97.72
9.90 101.48 101.18
acc = −100 mV, tacc = 15 s).

AdSDPV

ery (%) QC level (�g/ml) Recovery (%)

0.15 97.16
0.30 98.61
0.45 103.23

0.44 95.24
0.87 99.44
1.29 94.33

AdSDPV

QC level (�g/ml) Recovery (%)

Cycle III Cycle I Cycle II Cycle III

100.35 0.15 99.07 95.17 93.44
100.56 0.30 98.24 96.04 92.70

95.62 0.45 101.32 96.98 91.38

103.19 0.44 98.86 92.92 90.52
94.19 0.87 99.54 96.34 93.50
99.85 1.29 99.48 97.16 89.97



M.M. Aleksić et al. / Talanta

F
i
f

u
D
A
p
i
e

c
v
c
c
t
i

4

s
u
s
a
s
s
t

A

P

R

[
[

[
[
[

[
[
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rine sample increased, while the concentration of its metabolite

CFX decreased. The biggest change is observed in the first hour.
ccording to literature [1], the maximal concentration of CFX in
lasma was achieved after Tmax of 0.78 h. In this period, CFX is

ntensively metabolised, and DCFX is predominantely present in
xcreated urine sample. After Tmax being reached, the CFX con-

[

[
[
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entration began increasing. Later on, it reached almost a constant
alue. At the same time, the DCFX began decreasing, reaching a
onstant value-approximately 2–3 times smaller compared to CFX
oncentration. These findings are in a good agreement with litera-
ure data concerning the CFX and its active metabolite distrubution
n serum.

. Conclusion

The investigated drug CFX and its active metabolite DCFX can be
imultaneously determined in urine after the drug administration
sing AdSDPV and RP-HPLC methods. The voltammetric method
eemed to be much more sensitive related to the HPLC one. By
pplying these methods a good selectivity was achieved with quite
atisfactory distinguished peaks of CFX and DCFX in human urine
ample. These methods might be a good analytical tool for moni-
oring of the CFX/DCFX in clinical practice.
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a b s t r a c t

Two analytical methods for the determination of cadmium in wheat flour by electrothermal atomic
absorption spectrometry without prior sample digestion have been compared: direct solid sampling
analysis (SS) and slurry sampling (SlS). Besides the conventional modifier mixture of palladium and mag-
nesium nitrates (10 �g Pd + 3 �g Mg), 0.05% (v/v) Triton X-100 has been added to improve the penetration
of the modifier solution into the solid sample, and 0.1% H2O2 in order to promote an in situ digestion for
SS. For SlS, 30 �g Pd, 12 �g Mg and 0.05% (v/v) Triton X-100 have been used as the modifier mixture. Under
these conditions, and using a pyrolysis temperature of 800 ◦C, essentially no background absorption was
observed with an atomization temperature of 1600 ◦C. About 2 mg of sample have been typically used for
SS, although as much as 3–5 mg could have been introduced. In the case of SlS multiple injections had to
be used to achieve the sensitivity required for this determination. Calibration against aqueous standards
was feasible for both methods. The characteristic mass obtained with SS was 0.6 pg, and that with SlS was
1.0 pg. The limits of detection were 0.4 and 0.7 ng g−1, the limits of quantification were 1.3 and 2.3 ng g−1

and the relative standard deviation (n = 5) was 6–16% and 9–23% for SS and SlS, respectively. The accu-
racy was confirmed by the analysis of certified reference materials. The two methods were applied for

the determination of cadmium in six wheat flour samples acquired in supermarkets of different Brazilian
cities. The cadmium content varied between 8.9 ± 0.5 and 13 ± 2 ng g−1 (n = 5). Direct SS gave results simi-
lar to those obtained with SlS using multi-injections; the values of both techniques showed no statistically
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. Introduction

Wheat is one of the basic foodstuffs in many parts of the world,
nd it is used to make bread, cakes, biscuits and farinaceous prod-
cts in general. The cultivation of wheat has a strong contribution
o the economy and the social structure of a country, influencing
he trade balance and transferring income to other sectors of the
conomy. Among the greatest producers of wheat are China, the

uropean Union, India, the United States of America [1,2].

Elemental food composition data are important to both
onsumers and health professionals, and recent food labeling legis-
ation has highlighted this requirement. There has been a strongly
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confidence level. Direct SS was finally adopted as the method of choice,
faster speed of analysis and the better figures of merit.

© 2008 Elsevier B.V. All rights reserved.

ncreasing implement of food analysis of the past two decades to
stablish limits for human exposure from the diet. Moreover, differ-
nt investigations have been carried out to measure constituents in
ood which are of interest because of their importance for human
ealth, as a better knowledge of the nutritional quality of food
roducts is clearly necessary [3–12].

The determination of trace elements and contaminants in
omplex matrices, such as food, often requires extensive sam-
le preparation and/or extraction regimes prior to instrumental
nalysis. The traditional techniques for sample preparation are
ime-consuming and require large amounts of reagents, which

re expensive, generate considerable hazardous waste, and might
ontaminate the sample with the analytes. Modern microwave-
ssisted acid digestion techniques have reduced these risks and
isadvantages at least in part, however, they require specialized
quipment, have only a limited sample throughput and are still
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Table 1
Graphite furnace temperature program for the determination of Cd in wheat flour
samples by ET AAS using direct SS and SlS analysis

Program stage Temperature
(◦C)

Ramp
(◦C s−1)

Hold time (s) Gas flow rate
(L min−1)

Drying 1a 90 15 10 2.0
Drying 2 120 5 15 2.0
Drying 3 150 10 21 2.0
Pyrolysis 800 100 80 2.0
Atomizationb 1600 FP 6 0
Cleaning 2500 1000 5 2.0
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roducing a significant amount of hazardous waste [6–9,13–15].
Electrothermal atomic absorption spectrometry (ET AAS) using

graphite tube atomizer is one of the most commonly used tech-
iques for the determination of trace elements in complex matrices
nd in quality control. Although in this technique, samples are also
ften introduced in solution form, ET AAS greatly facilitates alter-
ate sample introduction techniques, such as slurry sampling (SlS)
nd the direct analysis of solid samples (SS). Particularly the latter
echnique is characterized by several interesting advantages, such
s a greatly reduced risk of contamination and analyte loss, high
ample throughput and relatively moderate cost [16,17]. Both tech-
iques have been extensively employed for the determination of
olatile and medium volatile elements in environmental and bio-
ogical samples mostly because of their toxicity importance [18,19].
owever, for both techniques, problems resulting from high back-
round absorption, calibration difficulties, weighing errors, sample
nhomogeneity, etc. might become important, unless certain rules
re strictly observed [18–22]. Direct SS and SlS ET AAS make possi-
le the direct analysis of sub-mg masses of sample without previous
reparation. However, the introduction of such small amounts of
ample into the graphite furnace is a critical stage in the analyt-
cal process [16,17,23]. Particularly for SlS, the discontinuation of
he only commercially available automatic slurry sampler [24] has
rought back all the previously described problems associated with
lurry stability and sedimentation.

Cadmium is a heavy metal with a high toxicity even at trace
evels. The concentration of this element in food is therefore of

orld-wide concern for the sanitary authorities, who are trying to
stablish upper limits and to reduce the concentration of cadmium
n food, which is considered the main source of intake of this con-
aminant for unexposed persons. In the United States a campaign of
he food industries exists to acquire knowledge of the necessity to
estrict this contamination and to preserve public health. In Brazil,
he legislation allows a maximum concentration of 1.0 �g g−1 in
oods [25]. Several papers have been published about the use of ET
AS for the determination of cadmium in wheat flour, rice flour and
lant materials using complete digestion, slurry or solid sampling
26–33]. Official methods for the determination of cadmium, how-
ver, still involve the complete digestion and mineralization of the
ample [6,28].

In this context, the present work considers the development and
ptimization of two analytical methods for the determination of
admium in wheat flour, direct SS and SlS ET AAS. No direct com-
arison of the two techniques has been published yet, particularly
ot under the aspect of the availability of improved tools for direct
S and the discontinuation of the automatic slurry sampler for SlS.
he goal of the work was to develop a faster, more reliable and more
ensitive routine procedure for food control purposes, compared to
onventional mineralization and solution analysis.

. Experimental

.1. Instrumentation and operation

All measurements were carried out using an AAS 5 EA atomic
bsorption spectrometer (Analytik Jena AG, Jena, Germany) with
euterium background correction, equipped with a transversely
eated graphite tube atomizer. A cadmium hollow cathode lamp
GLE, Berlin, Germany) was used as the radiation source with a cur-

ent of 4.0 mA. The main resonance line at 228.8 nm was used for
ll determinations with a spectral bandwidth of 0.8 nm. The spec-
rometer was interfaced to an IBM PC/AT-compatible computer.
rgon with a purity of 99.996% (White Martins, São Paulo, Brazil)
as the purge gas with a flow rate of 2.0 L min−1 during all stages,

f
S
N
U
m

a Drying 1 only used for SlS.
b Read in this stage.

xcept during atomization, where the flow was stopped. Integrated
bsorbance (peak area, Aint) was used exclusively for signal eva-
uation and quantification. All experiments with SS were carried
ut using solid sampling tubes without dosing hole (Analytik Jena
art No. 07-8130325) and solid sampling platforms (Analytik Jena
art No. 407-152.023). An SSA 5 manual solid sampling accessory
Analytik Jena) was installed in the sampling area of the spec-
rometer, and the pre-adjusted pair of tweezers, which is part of
he SSA 5, was used to transfer the SS platforms into the atom-
zer. An M2P microbalance (Sartorius, Göttingen, Germany) was
sed for weighing the samples directly onto the SS platforms.
yrolytic graphite-coated graphite tubes with integrated contacts
nd PIN platform (Analytik Jena, Part No. 407-A81.025) were used
or the experiments with SlS. An MPE 5 furnace autosampler (Ana-
ytik Jena) was used for introduction of slurries and solutions. The
ptimized graphite furnace temperature program used for all deter-
inations with is given in Table 1.
The medium particle size of the wheat flour samples was mea-

ured using a Superscan SS-550 scanning electron microscope
Shimadzu, Kioto, Japan).

A Unique-Thorton model USC-2850 ultrasonic bath (Thorton,
ão Paulo, Brazil) operated at a frequency of 37 ± 3 kHz, with tem-
erature control up to 80 ± 5 ◦C, was used for preparation of the
lurries.

.2. Reagents and samples

Analytical grade reagents were used throughout. The nitric acid
Merck, Germany), used to prepare the slurries and aqueous cali-
ration standards, was further purified by sub-boiling distillation

n a quartz apparatus (Kürner Analysentechnik, Rosenheim, Ger-
any). Distilled, deionized water with a resistivity of 18 M� cm

rom a Millipore water purification system (Millipore, Bedford, MA,
SA) was used for the preparation of the samples and standards. All
ontainers and glassware were soaked in 3 mol L−1 nitric acid for
t least 24 h and rinsed three times with deionized water before
se. The cadmium stock solution (1000 mg L−1 in 0.014 mol L−1

itric acid) was prepared from cadmium nitrate (Merck). The
orking standards were prepared by serial dilution of the stock

olution. Palladium modifier stock solution with ± 0.2 g L−1 Pd in
5% (v/v) nitric acid (Merck), magnesium modifier stock solution
ith 10 ± 0.2 g L−1 Mg in 17% (v/v) nitric acid (Merck), Triton X-100

Union Carbide) and 30% (v/v) H2O2 (Merck) were used to prepare
he mixed modifier solution.

The following certified reference materials (CRM) were used
or validation of the method: NIST SRM 1567a Wheat Flour, NIST

RM 8433 Corn Bran and NIST SRM 1515 Apple Leaves (all from
ational Institute of Standards and Technology, Gaithersburg, MD,
SA) and BCR no. 191 Brown Bread (European Commission, Com-
unity Bureau of Reference, Brussels, Belgium).
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The wheat flour samples were collected in supermarkets of Sal-
ador (SSA), Belém (BEL), São Paulo (SSP), Brasília (BSB), and Porto
legre (POA), Brazil.

.3. Sample preparation and methodology

.3.1. Direct solid sample analysis
Approximately 2.0 mg of sample were weighed directly onto the

S platforms. Ten microliters of a modifier solution containing 10 �g
d + 3 �g Mg + 0.05% Triton X-100 + 0.1% H2O2 were added with a
icropipette and the SS platform was transferred to the graphite

ube as described above. At least five replicates of each sample
ere weighed and analyzed. Calibration was performed using the

tandard calibration technique with aqueous standards that were
ipetted manually onto the SS platform and analyzed under the
ame experimental conditions.

.3.2. Slurry preparation
The slurries were prepared by placing 0.1 g of dried sample

medium particle size ∼18 �m) and 10.0 �L of 30% (v/v) H2O2
nto 10 mL volumetric glass flasks and completing to volume with
.014 mol L−1 nitric acid. The slurries were homogenized for 15 min

n an ultrasonic bath. They were shaken manually before they were
ntroduced into the autosampler cups and homogenized by pass-
ng argon through the slurry just before it was delivered into the
raphite tube for cadmium determination. Five aliquots of 20 �L
ere usually injected into the graphite tube, and each injection
as followed by the first three stages of the graphite furnace

emperature program shown in Table 1 in order to completely
ry the injected sample. The last sample injection was followed
y the injection of 10 �L of a modifier solution containing 30 �g
d + 12 �g Mg + 0.05% Triton X-100, and the complete furnace tem-
erature program was executed.

. Results and discussion

All method development and optimization experiments were
arried out using commercial wheat flour. The optimization exper-
ments for direct SS and SlS analysis are presented in separate
ections, as the methodology and the procedures are significantly
ifferent for the two approaches.

.1. Direct analysis of solid samples
Firstly, the conditions for the determination of cadmium in
heat flour were optimized considering both the atomic and the

ackground absorption as indicators. Fig. 1a shows the atomization
ignal of Cd and the background absorption for a wheat flour sam-

r
t
u
r
I

ig. 1. Atomization pulses for Cd in approximately 1 mg of wheat flour, using SS with a py
he addition of 10 �g Pd + 3 �g Mg + 0.05% (v/v) Triton X-100 as the modifier mixture; (b)
G = background absorption.
ig. 2. Correlation between the wheat flour mass introduced into the graphite
urnace and the integrated absorbance. Tpyr = 700 ◦C; Tat = 1600 ◦C; modifier: 10 �g
d + 3 �g Mg + 0.05% Triton X-100 + 0.1% (v/v) H2O2.

le with the addition of 10 �g Pd + 3 �g Mg + 0.05% Triton X-100 as
he chemical modifier, a mixture that has been used successfully in
revious applications of SS-ET AAS [34,35]. A relatively sharp back-
round signal was observed early in the atomization stage under
hese conditions, causing a slight baseline distortion, which became

ore pronounced for higher sample masses. The addition of 0.1%
v/v) H2O2 to the modifier solution reduced the background absorp-
ion significantly and eliminated the associated baseline distortion,
s can be seen in Fig. 1b. In addition, there was a clear increase in
he cadmium absorption signal, both in height and in integrated
bsorbance. Gonzalez et al. [36] used a mixture of nitric acid and
ydrogen peroxide in the determination of cobalt, chromium and
ickel in wheat flour samples by SlS-ET AAS as oxidant modifier of
he carbonaceous residues that are retained on the platform due
ncomplete destruction of the organic matrix. Cal-Prieto et al. [17]
lso encouraged the use of H2O2 to reduce the background and
ccumulation of carbonaceous residues of biological materials.

The mass of wheat flour that could be used for the direct SS
etermination of cadmium under the above established conditions
as also been investigated. Fig. 2 shows a linear correlation between
he integrated absorbance signal and the sample mass in the range
rom 0.5 to 3.0 mg. Each measurement point in Fig. 2 corresponds
o an individual sample weighing and measurement, as it is almost
mpossible and also unnecessary to weigh and introduce repeat-
dly the same sample mass. Wheat flour masses >3 mg, however,
equired a longer pyrolysis time in order to be pyrolyzed efficiently;

his approach has not been investigated systematically, as the vol-
me capacity of the solid sampling platform also reached its limits,
esulting in difficulties of sample transfer to the graphite furnace.
n addition, the cadmium content in all samples was well above

rolysis temperature of 700 ◦C and an atomization temperature of 1600 ◦C: (a) with
same as (a) but with the additional use of 0.1% (v/v) H2O2; AA = atomic absorption;
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Fig. 3. Pyrolysis curves for cadmium in the presence of 10 �g Pd + 3 �g Mg + 0.05%
(v/v) Triton X-100 + 0.1% (v/v) H2O2 as chemical modifier; (©) 0.02 ng Cd in
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.014 mol L−1 HNO3; (�) integrated absorbance normalized for 2.0 mg wheat flour
ample; atomization temperature 1600 ◦C; all points are average and standard devi-
tion of n = 5 measurements.

he limit of quantification, so that a further increase in sensitivity
as not necessary. The positive intercept of the correlation curve
f about Aint = 0.01 s with the integrated absorbance axis is due to
he blank signal caused by the modifier mixture.

Pyrolysis curves have been established for a wheat flour sample
nd an aqueous solution using 10 �g Pd + 3 �g Mg + 0.05% Triton X-
00 + 0.1% H2O2 as chemical modifier in both cases, and are shown
n Fig. 3. The atomization temperature of 1600 ◦C has been opti-

ized in previous work [37]; it is also in agreement with literature
ata for a transversely heated atomizer [38] and was not further

nvestigated. The integrated absorbance values for the wheat flour
ample in Fig. 3 have been ‘normalized’ for 2 mg of sample because
f the above-discussed difficulties to weigh and introduce repeat-
dly the same sample mass into the graphite furnace. Hence, a
ample mass close to 2 mg has been weighed accurately, and the
ntegrated absorbance obtained for the actually introduced sam-
le mass has been multiplied with the factor corresponding to
he deviation of the actual sample mass from 2.00 mg. It is obvi-
us that cadmium in aqueous solution is thermally stable up to
00 ◦C under the selected conditions, and no losses of cadmium
re observed from wheat flour at least up to 800 ◦C. A pyrolysis
emperature of 800 ◦C has therefore been chosen for all further
nvestigations.

In addition to the similarity in the thermal behavior of cadmium

n aqueous standards and the wheat flour sample, Fig. 4 shows
hat the atomization signals are not significantly different; indica-
ing that calibration against aqueous standards might be feasible.
ig. 4b also shows the absence of any significant background sig-

s

t
q

ig. 4. Atomization signals for Cd, using a pyrolysis temperature of 800 ◦C and an atomiz
riton X-100 + 0.1% (v/v) H2O2 as chemical modifier: (a) 0.02 ng Cd in 0.014 mol L−1 HNO3
ig. 5. Atomization signals for Cd obtained for one, three and five 20-�L aliquots of
% (m/v) wheat flour slurry into the graphite tube with 30 �g Pd + 12 �g Mg + 0.05%
v/v) Triton X-100 as chemical modifier. Tpyr = 800 ◦C; Tat = 1600 ◦C.

al, demonstrating the efficient removal of the wheat flour matrix
n the pyrolysis stage.

.2. Method development for slurry sampling

Preliminary experiments have shown that injection of 20 �L of
he wheat flour slurry (plus 10 �L of modifier solution) did not
rovide sufficient sensitivity for the determination of cadmium in
he wheat flour samples. Significantly greater volumes of slurry
ould not be injected without the risk of an overflow because of
he limited capacity of the platform. One possible solution of this
roblem would have been to prepare more concentrated slurry;
owever, difficulties have been encountered with the stability of
he slurry in this case so that this approach was not further con-
idered. A pre-concentration step using multiple injections was
herefore investigated in order to reach an appropriate level of
ensitivity. Twenty microliters of the slurry were injected into the
raphite tube, followed by a thorough drying stage (steps 1–3 in
able 1) before the next aliquot was injected. After the last slurry
njection, 10 �L of the chemical modifier solution (30 �g Pd + 12 �g

g + 0.05% Triton X-100) was injected and the full temperature pro-
ram shown in Table 1 was executed. Fig. 5 shows the absorption
ignals obtained for a wheat flour sample after the injection of one,
hree and five aliquots of 20 �L of slurry into the graphite tube.
he increase in integrated absorbance was directly proportional to
ample mass.
The pyrolysis curves established with an aqueous standard solu-

ion and a wheat flour slurry, which are shown in Fig. 6, are
uite similar to those in Fig. 3 obtained for direct SS. The minor

ation temperature of 1600 ◦C with the addition of 10 �g Pd + 3 �g Mg + 0.05% (v/v)
; (b) 2.0 mg of wheat flour.
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Table 2
Figures of merit for the determination of Cd in wheat flour using SS-ET AAS and
SlS-ET AAS

Parameter SS-ET AASa SlS-ET AASb

LOD (ng g−1) 0.4 0.7
LOQ (ng g−1) 1.3 2.3
m0 (pg) 0.6 1.0
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ig. 6. Pyrolysis curves for (©) 0.02 ng Cd standard and (�) 1.0% (m/v) wheat flour
lurry (5 × 20 �L), both with 30 �g Pd + 12 �g Mg + 0.05% (v/v) Triton X-100 as the
hemical modifier. Tat = 1600 ◦C.

ifferences in the shape of the curves and in the maximum loss-free
yrolysis temperatures (850 ◦C for the aqueous standard solution
ompared to 900 ◦C in Fig. 3) are most likely due to the different
ubes and platforms used for SS and SlS, respectively. The SS plat-
orm has a different mass and is inserted loosely into the SS tube,
hereas the PIN platform is permanently fixed in the tube. This
ight result in a different heat transfer from the tube to the plat-

orm and slightly different apparent pyrolysis temperatures for the
wo platforms. The optimum pyrolysis temperature, however, was
he same as for direct SS analysis, i.e., 800 ◦C, and the optimum
tomization temperature was 1600 ◦C.

The atomization signals obtained under these conditions are
hown in Fig. 7. Like in the case of direct SS, the signals for the
queous standard and five injections of 20 �L aliquots of the wheat
our slurry are very similar in appearance time and peak shape, and
here is essentially no background absorption visible. The signifi-
antly earlier appearance time and sharper peak shape compared
o the signals obtained with SS (Fig. 4) are again due to the smaller

ass of the PIN compared to the SS platform and the different heat
ransfer mechanisms. An additional factor that influences the peak
hape is the absence of a dosing hole in case of the SS tube, which
esults in a longer residence time of the atoms in the absorption
olume.

.3. Figures of merit
The figures of merit for the determination of cadmium in wheat
our using SS-ET AAS and SlS-ET AAS with multiple injections are
ummarized in Table 2. The limits of detections (LOD) in both si-
uations were calculated as three times the standard deviation of
0 measurements of a blank divided by the slope of the calibra-

v
S
fi
t
u

ig. 7. Atomization signals for Cd, using a pyrolysis temperature of 800 ◦C and an atomiza
riton X-100 as chemical modifier: (a) 0.02 ng Cd in 0.014 mol L−1 HNO3 + 0.1% (v/v) H2O2
a Based on the introduction of 2.0 mg of solid sample into the graphite tube.
b Based on five consecutive injections of 20 �L of slurry, corresponding to 1.0 mg

f sample introduced into the furnace.

ion curve; in SS-ET AAS the blank measurements were carried
ut according to the “zero mass response” technique [23], intro-
ucing repeatedly an SS platform containing the modifier mixture
nd running a full atomization cycle. The limit of quantification
LOQ) is based on the same measurements, using 10 times the stan-
ard deviation of the blank readings. The characteristic mass (m0)

s defined as the mass of analyte corresponding to an integrated
bsorbance of 0.0044 s.

A calibration curve established using a blank and eight ca-
ibration solutions in the concentration range 0.25–5.0 �g L−1

d (5–100 pg Cd) in 0.014 mol L−1 HNO3, using the conditions
escribed in Section 2 and a SS platform and tube gave the linear
elationship:

int = 7.989m + 0.0059 (R = 0.9997)

here m is the analyte mass. The same calibration solutions, using
he PIN platform tube, which was used for SlS analysis, gave the
inear relationship:

int = 4.096m + 0.015 (R = 0.9998)

The lower sensitivity obtained in the latter case is due to the
osing hole in the PIN platform tube, which is absent in the SS tube,
esulting in a longer residence time of the atoms in the absorption
olume. The fact that a significant part of the analyte atoms are
iffusing out of the dosing hole of a conventional graphite tube is
ell described in the literature [39–41].

.4. Validation of the methods

The results obtained for cadmium in the CRM using the stan-
ard calibration technique with aqueous standard solutions are
ummarized in Table 3. There is no statistic difference between
he results obtained by SS-ET AAS and SlS-ET AAS and the certified

alue for the wheat flour CRM, and between the results obtained by
S-ET AAS and the certified value for the other CRM on a 95% con-
dence level, based on a Student t-test. This result demonstrates
hat cadmium in wheat flour samples can be directly determined
sing the standard calibration technique. The other CRM have not

tion temperature of 1600 ◦C with addition of with 30 �g Pd + 12 �g Mg + 0.05% (v/v)
; (b) five aliquots of 20 �L of a 1% (m/v) wheat flour slurry.
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Table 3
Cadmium determination in certified reference materials using SS-ET AAS and SlS-ET AAS and calibration against aqueous standards; all values are average and standard
deviation of n = 5 measurements

Certified reference material Certified (�g g−1) Found by SS (�g g−1)a Found by SlS (�g g−1)a

Wheat flour NIST 1567a 0.026 ± 0.002 0.022 ± 0.006 0.023 ± 0.001
Corn bran NIST 8433 0.012 ± 0.005 0.016 ± 0.003 n.d.
Brown Bread BCR 191 0.0284 ± 0.002 0.031 ± 0.002 n.d.
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pple leaves NIST 1515 0.013 ± 0.002

.d. = not determined.
a Average and standard deviation at the 95% confidence level.

een investigated using SlS-ET AAS because of their significantly
ifferent physical structure, which would have necessitated fur-
her optimization of the slurry preparation procedure. SS-ET AAS,
n contrast, is not affected by these differences in the physical struc-
ure and can therefore be considered the more rugged technique.

.5. Analysis of wheat flour samples

The proposed methods were applied for the determination
f cadmium in six wheat flour samples, collected in supermar-
ets of Salvador/BA, Porto Alegre/RS, São Paulo/SP, Belem/PA and
rasilia/DF. The results expressed as confidence interval (at the 95%

evel) are summarized in Table 4. The cadmium content found in
hese samples was between 8.9 ± 0.5 and 13 ± 2 ng g−1 (n = 5). These
alues are about two orders of magnitude lower than the thresh-
ld value of 1.0 �g g−1 established by the Brazilian Government for
ood products [25]. The t-test exhibited no significant difference
etween the cadmium values obtained with direct SS and SlS with
ulti-injections (tcalculated = 1699; tvalue = 2571).
The precision calculated from n = 5 measurements of each wheat

our sample, expressed as relative standard deviation (R.S.D.),
anged between 6% and 16% for the direct SS method with an aver-
ge of 10%, and between 9% and 23% for the SlS method with an
verage of 16%. The relatively high R.S.D. values found for both tech-
iques can be attributed to the small sample mass introduced into
he atomizer and the non-uniform distribution of the analyte in the
nalyzed samples [42]. However, it is obvious that direct SS pro-
ided better R.S.D. compared with SlS, which is in contrast to the
idespread opinion about these two techniques [43]. This change

n performance is without any doubt due to the fact that nowadays
eliable tools for the introduction of solid samples into the graphite
ube are available, whereas the autosampler for SlS, which has been
sed in most publications, is no longer available.

The R.S.D. of about 10% found in this work is typical for SS tech-
iques, not only for ET AAS, but also for arc and spark emission
r X-ray fluorescence spectrometry. A better R.S.D. could obviously
e obtained after an acid digestion; however, as all values for Cd in

he wheat flour samples investigated here were ≤10 × LOQ, an addi-
ional extraction and pre-concentration would have been necessary
o bring the Cd concentration into a range where reliable determi-
ation is possible. Such a digestion/pre-concentration would make
he whole procedure much more complex and time-consuming and

able 4
esults obtained for the determination cadmium in wheat flour samples by SS-ET
AS and SlS-ET AAS (n = 5)

ample SS-ET AASa (ng g−1) R.S.D. (%) SlS-ET AASa (ng g−1) R.S.D. (%)

OA4 11 ± 1 6 10 ± 3 22
SA3 8.9 ± 0.5 5 11 ± 2 14
EL2 9.9 ± 1.8 14 14 ± 4 23
OA3 9.5 ± 1.0 8 11 ± 1 9
SB1 13 ± 2 10 16 ± 3 16
SP4 12 ± 2 17 11 ± 2 13

a Results expressed as average and confidence interval (at the 95% level).
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[
[
[
[
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[
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[
[
[

0.016 ± 0.003 n.d.

ould also increase the risk of systematic errors due to contami-
ation and/or analyte loss.

. Conclusion

The analytical parameters obtained prove the viability of the
roposed methods using direct SS- and SlS-ET AAS for the deter-
ination of Cd in wheat flour. Both methods are simpler, faster

nd more sensitive than wet digestion procedures and suitable for
he routine screening of cadmium in wheat flour. Direct SS-ET AAS,
owever, is clearly the simplest, fastest and most sensitive tech-
ique, and it also provided the better precision compared to SlS-ET
AS. Another advantage of the direct SS analysis appears to be that

t can apparently be applied to food and food products of signi-
cantly different physical structure, whereas the SlS technique is
ore dependent on the size and structure of the particles to be

nalyzed.
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a b s t r a c t

In this paper, we have reported an immunoassay with time-resolved revelation system for ampicillin in
raw milk samples. Immunological methods appear to be a promising approach in the analysis of �-lactam
compounds, because they do not need previous sample pre-treatments. In fact, �-lactam ring is not very
stable in extensive sample pre-treatment procedures requested in conventional analytical techniques.
Specimens were collected from lactating cows bred in various conditions and assayed for the fat contents.
Ampicillin was assayed in samples with different fat concentrations. The assay was performed using
ampicillin-specific polyclonal antibody raised in rabbit; the immunogen was synthesized using bovine
thyroglobulin conjugated to ampicillin by glutaraldehyde reaction; as fluorescent marker we used goat
anti-rabbit IgG conjugated with a chelating molecule complexed with Eu3+. Bovine serum albumin (BSA)
conjugated with ampicillin was synthesized and used to prepare a solid phase on polystyrene microtiter
Europium chelate

Time-resolved fluorescence
Milk

plates. The use of a lanthanide chelate as label allowed to achieve 1 ng mL−1 sensitivity, which is four
times more sensitive than limits requested from European Community. Fat contents did not affect the
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assay performance.

. Introduction

Ampicillin is a semisynthetic antibiotic of the penicillin family.
o extend the usefulness of penicillins to the treatment of infections
aused by Gram-negative bacteria, the broad-spectrum penicillins
ampicillin, amoxicillin, carbenicillin, and ticarcillin) were devel-
ped. They are synthesized by attaching acid radicals to the central
tructure of 6-aminopenicillanic acid.

Ampicillin is widely used because it is similar in action to peni-
illin G, but is more stable in stomach acid pH, and therefore it may
e given orally; it is also more active against certain strains of bac-
eria. The antibacterial effect is due to the interference in bacterial
ell wall synthesis by interference with the transpeptidases. It is
sed regularly to treat common urinary tract pathogens, and gas-
rointestinal, respiratory and skin infections; in the dairy industry
t is used as prophylactic drug to augment growth and yield and to
ombat mastitis causing bacteria, a frequent disease which causes

arge economic losses [1,2]. The presence of antibiotic in milk is
elevant in public health risk and for impact on food technology.
n the first case, antibiotic contamination can cause serious allergic
eactions, modification of intestinal microflora and development

∗ Corresponding author. Tel.: +39 02 28500023; fax: +39 02 28901239.
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f resistant strains of microrganisms [3,4]. On the other hand, the
resence of antibiotics can also cause significant economic losses
or producers and manufacturers of milk derivative products.

For protection of consumers, milk quality criteria have been
stablished for the presence of antibiotics. Ampicillin is included
n list of compounds to be controlled. European Union has estab-
ished a maximum residue limit (MRL) for antibiotics in food. In
articular MRL of ampicillin in bovine milk is set at 4 �g L−1 [5].
n the other hand, analysis of �-lactam compounds is not easy. �-
actam ring is stable in crystalline state, but it is not very stable in
olution [6]. Ampicillin is the most stable of the commonly used
-lactam antibiotics, but the bulk solution must be preserved at
20 ◦C [7] Therefore, antibiotic assay can be affected by storage of
ilk samples [8]. Furthermore, conventional detection techniques

eed extensive sample pre-treatment procedures, with a risk of
ydrolytic degradation and �-lactam ring opening. Several ana-

ytical approaches such as bioassays [9,10] liquid-chromatography
nd mass-spectrometry [11–16] capillary electrophoresis [17] and
arious immunological methods [18–23] have been described for
etection of this compound. Conventional methods consist in sep-

rative techniques to isolate the target compound from other more
oncentrated compounds, because interferent peaks in the chro-
atograms and noisy base line must be removed to allow the

equired sensitivity. Therefore, immunoassays are useful because
ery low concentrations can be detected without the need for pre-
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carried at 30 ◦C for 30 min. After washing 150 �L of dissociation
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ious laborious and time-consuming sample pre-treatments. For
nstance, in the assay described in this paper, a single operator can
nalyze about 100 milk samples simultaneously within 2 h includ-
ng the reading time. We used as fluorescent marker an europium
helate similar to the one we applied for detection of different ana-
ytes in various agricultural commodities [24,25]. In this paper, we
escribed a time-resolved fluoroimmunoassay (TR-FIA) to deter-
ine ampicillin concentrations in raw cow milk.

. Materials and methods

.1. Chemicals

All of the chemicals, including standard ampicillin and
he �-lactam cross-reacting compounds (amoxicillin; cloxacillin;
icloxacillin; oxacillin; penicillin G), thyroglobulin, BSA and
oat anti-rabbit IgG were obtained from Sigma–Aldrich (Milan,
taly); ampicillin-specific polyclonal antibody raised in rabbit was
btained using ampicillin conjugated to thyroglobulin as immuno-
en.

.2. Apparatus

Polystyrene micro-titer maxi-sorb wells were from Nunc (Pero,
ilan, Italy).
Fluorescence was measured using a single-photon-counting

ime-resolved fluorometer (1232DELFIA Fluorometer; Wallac,
urku, Finland).

.3. Specimen collection

The milk samples were collected from lactating cows bred with
ifferent diets in different geographical areas. Sampling was made

n June and July from farms located in Po River basin and from
lpine pasture in Aosta region. The samples were collected in glass
ials, and stored at −20 ◦C until use. Pooled milk was obtained by
ixing 100 mL of milk derived from the milking of 10 cows bred

n farm with 100 mL of 10 cows bred at the mountain. The pool
as fractioned in glass vials, stored at −20 ◦C, and treated in each

xperiment in the same way as samples.
The deep-freeze process does not affect the assay performance

26].
Samples were assayed for fat content by extractions according

o the official method [27].

.4. Syntheses

.4.1. BCPDA and IgG-(BCPDA)n

Europium chelator 4,7-bis(chlorosulfophenyl)-1,10-
henanthroline-2,9-dicarboxylic acid (BCPDA) was synthesized
rom 2,9-dimethyl-4,7-diphenyl-[1,10]-phenanthroline in three-
tep procedure as described in detail by Evangelista et al. [28].
oat anti-rabbit IgG-(BCPDA)n conjugate was prepared using 2 mg
f affinity purified IgG dissolved in 2 mL of 0.1 mol L−1 sodium
arbonate buffer (pH 9). A solution of 500 �g of BCPDA in 100 �L of
thanol was then added and the mixture was incubated for 30 min
t room temperature. The labeled IgG was separated on Sephadex
-50 column, eluting with 0.05 mol L−1 Tris–HCl buffer (pH 7.3).
he value for n (∼=36) was assessed the absorbance of BCPDA at
25 nm; ε = 1.52 × 104 M−1 cm−1.
.4.2. BSA–ampicillin
BSA–ampicillin derivative was prepared by glutaraldehyde reac-

ion. Ampicillin sodium salt (370 mg) and BSA (80 mg) were
issolved in 3 mL of phosphate-buffered saline 0.15 mol L−1 pH 7.4;
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lutaraldehyde solution (25%) was added in drops and the mix-
ure was gently stirred at room temperature for 4 h before being
luted on Sephadex G-50 with 0.05 mol L−1 NH4HCO3 (adjusted
o pH 7.4 with HCl 1 mol L−1), lyophilized and stored at 4 ◦C.
he ampicillin molar residues per mole of BSA were evalu-
ted by matrix-assisted laser desorption/ionization (MALDI) mass
pectrometry.

.5. Preparation of solid phase

Polystyrene micro-titer wells were coated overnight at 27 ◦C
ith 200 �L of carbonate buffer 0.1 mol L−1, pH 9.0, contain-

ng 5 �g mL−1 of BSA–ampicillin conjugate. The micro-titer wells
ere washed with carbonate buffer and a second coat was
ade with 250 �L of 2% BSA solution in the same buffer for
h at 27 ◦C. The wells were washed five times with 0.05 mol L−1

ris–HCl buffer pH 7.5 containing 0.9% NaCl and stored dry at 4 ◦C
ntil use.

.6. Antibody production and characterization

Ampicillin–tyroglobulin conjugate was obtained by glutaralde-
yde reaction as described above for BSA–ampicillin. Antiserum
as produced in New Zealand white rabbits with 100 �g of

onjugate for each immunization. The rabbits were subcuta-
eously injected monthly with the conjugate suspended in 1 mL
f saline solution and Freund’s complete adjuvant. The antisera
ere characterized by IEMA method. Antiserum with satisfactory

haracteristics was obtained 3–4 months after the first immuniza-
ion. The anti-tyroglobulin present was eliminated by precipitation
y adding 0.2% tyroglobulin to the rabbit serum. The affinity
etermined according to [29] was 1.7 × 109 L mol−1. The antiserum
as fractioned and stored at −20 ◦C in phosphate buffered saline
.15 mol L−1 pH 7.4 containing 0.02% timerosal. The dilution giving
0% of fluorescence intensity in comparison with 100% of saturate
olid phase fluorescence was chosen as working titer.

.7. TR-FIA

All milk samples were briefly homogenized in a water bath at a
emperature of 35 ◦C, mixed by repeated inversion and then quickly
ooled to 20 ◦C. TR-FIA was performed either in buffer 0.05 mol L−1

ris–HCl, pH 7.5 with 0.9% NaCl, or in pooled milk from untreated
ows.

Ampicillin sodium salt was dissolved in distilled water. Fifty
icroliters of serial dilutions of standard between 1 ng mL−1

nd 105 ng mL−1 of ampicillin were transferred in duplicate into
olystyrene micro-wells coated with BSA–ampicillin conjugate.
pecific antibody was diluted at a working titer of 1:60 000 in
uffer 0.05 mol L−1 Tris–HCl solution, pH 7.5, containing 0.9% NaCl
nd 0.2% BSA; 100 �L of antibody solution was added to all of
he wells other than that used for the blank evaluation, to which
he same volume of buffer or pooled milk was added. Assay was
erformed directly in the milk by applying 50 �L of samples in
uplicate instead of the standards. The wells were incubated for
0 min at 30 ◦C and washed three times with Tris–HCl buffer; then
50 �L of buffer containing an excess (1.8 nmol) of goat anti-rabbit
gG labeled with BCPDA were added and further incubation was
olution containing 4 mol L−1 urea, 1% sodium dodecylsulfate, and
0−6 mol L−1 Eu3+ were added to each well. Fluorescence was mea-
ured after 10 min, at the excitation wavelength of 345 nm. The
elay time was 400 �s after excitation, the emitted light being read
t 615 nm.
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Table 1
Percentage of cross-reactivity of ampicillin-related compounds with ampicillin-
specific antibody calculated in 0.05 M Tris–HCl buffer and in pooled milk, at 50%
of fluorescence signal reduction

Compounds % Cross-reactions

Buffer Pooled milk

100 100

2.1 2.8

1.0 0.9

0.8 0.9

0.08 0.1
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.8. Matrix-effect evaluation

Matrix effect was evaluated by addition of standard ampicillin
etween 1 ng mL−1 and 105 ng mL−1 at three different milk samples
ith different fat concentrations and with undetectable ampicillin

ontents. The samples were equilibrated overnight at 4 ◦C and then
ssayed in comparison with calibration curve.

.9. Recovery evaluation

Recovery was calculated at three different concentrations in five
piked samples as percent values of found ampicillin in comparison
ith 100% expected.

. Results and discussion

.1. Antibody specificity

Specificity of the polyclonal antibody was evaluated by assaying
he cross-reactions of ampicillin-related compounds in buffer and
n pooled milk, calculated at 50% of fluorescent signal reduction
ccording to the formula:

IC50 (ng mL−1)of ampicillin

IC50 (ng mL−1)of competitor
%

ll assayed compounds did not significantly interfere in the assay,
s shown in Table 1.

.2. Assessment of solid phase

The glutaraldehyde method was used to prepare BSA–ampicillin
onjugate because this reaction could be performed in soft condi-
ions, thus the �-lactam ring opening could be avoided. Ampicillin
esidues bound to the BSA, evaluated by MALDI mass spectrom-
try, resulted 8 mol/mol of BSA. Assay sensitivity was improved
y reducing concentration of BSA–ampicillin onto the micro-well
urface: coating micro-well concentration (5 �g mL−1) was chosen
onsistently with fluorescent signal intensity. Stability of the coated
lates stored dry at 4 ◦C was at least 6 months: during this time
epeated calibration curves did not show any significant variations.

.3. Assay performances

Dose–response curve carried out in a milk pool of untreated
ows is shown in Fig. 1, in comparison with curve obtained with
ris–HCl buffer. The graphs were obtained by averaging eight indi-
idual curves normalized by reporting fluorescence values as %
/F0 where F was the mean of cps for each standard and F0 was
he mean of cps for zero ampicillin concentration. F0 values were
6800 ± 6189 cps and 58360 ± 6320 cps respectively, in milk and in
uffer; blank values (3210 ± 295 cps and 2890 ± 288, respectively
or assay in milk and in buffer) were subtracted.

.3.1. Sensitivity
The detection limit of the method (LOD) was determined by

alculating the minimum amount of ampicillin that could be signif-
cantly distinguished from zero (mean binding at zero dose at three
imes the S.D.). LOD value, calculated from three curves prepared
n duplicate was 1 ng mL−1. The concentration of ampicillin at the

C50 (50% inhibition of fluorescent signal) was 220 ng mL−1.

.3.2. Matrix effect
Twenty milk specimens collected from lactating cows bred in

ifferent conditions were assayed for the total fat concentration.

3

c
c

he total fat amounts were in a range between 2.7% and 5.5%
ccording to the variations of the diet and the breeding conditions
unpublished data). Three samples with high, medium and low fatty
cid contents and undetectable ampicillin amount were assayed to
valuate matrix effect. Samples were spiked with 0.01 ng, 0.05 ng,
.10 ng, 1 ng and 10 ng of ampicillin.

As shown the three curves resulted parallel to the standard curve
btained in pooled milk (Fig. 2) and therefore different fat concen-
rations did not affect the assay performance.
.3.3. Accuracy evaluation
Accuracy was evaluated by recovery values of ampicillin con-

entrations in five milk samples spiked with low, medium and high
oncentrations of standard (Table 2).
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Table 2
Ampicillin values in five milk samples spiked with low (1.5 ng mL−1); medium (25 ng mL−1) and high (500 ng mL−1) standard concentrations assayed by TR-FIA (mean of 10
different assays; each sample was assayed in duplicate) concentrations of total fatty acids in each sample were reported

Spiked milk samples % Fat content Expected (ng) Found (ng ± %CV) % Recovery

Pooled milk 3.5
0.075 0.072 ± 0.007 96.5
1.25 1.26 ± 0.110 101.0

25 25.20 ± 2.208 100.8

Sample 1 (farm) 5.5
0.075 0.073 ± 0.005 97.3
1.25 1.19 ± 0.110 95.2

25 24.60 ± 2.330 98.4

Sample 2 (farm) 2.9
0.075 0.074 ± 0.008 98.5
1.25 1.23 ± 0.130 98.4

25 25.50 ± 1.800 102.0

Sample 3 (mountain) 3.9
0.075 0.072 ± 0.008 96.0
1.25 1.30 ± 0.090 104.0

25 25.6 ± 1.470 102.5

S
0.075
1.25

25
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ample 4 (mountain) 3.6

The obtained values show a good recovery for all assays, inde-
endently of fat contents and analyte concentrations, allowing this
ethod to be applied to real samples.
This study has a twofold advantage: it combines advantages

f immunological methods and sensitivity of time-resolved fluo-
escent revelation system. Lanthanide chelates show narrow and
trong emission bands around 600 nm and an exceptionally long
ecay time (up to a millisecond instead of nanoseconds of most
olecules), which allow the elimination of the high background

f the fluorescent labels. Furthermore, as the BCPDA chelate is
uorescent in aqueous solution, it is possible a direct fluores-
ence determination with a good sensitivity. It allows achieving

ng mL−1 sensitivity, which is four times higher than the limits

equested from European Community. The antiserum used in this
ssay resulted highly specific for ampicillin. If antibody specific for
-lactam ring was available, this method should be applied also

ig. 1. Dose–response curve and precision profile (percent coefficient of variation)
or TR-FIA of ampicillin. F and F0 are expressed as cps. Each point represents the

ean of eight determinations in duplicate.

a
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a
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0.068 ± 0.006 90.8
1.23 ± 0.108 98.3
24.5 ± 2.080 98.0

o the analysis of the �-lactam compounds family, as the enzyme-
inked immunosorbent assay described in [23]. In comparison with
reviously published methods, the wider range of standard curve
over five orders of magnitude) allowed to measure high con-
entrations in samples without previous dilutions. Twenty milk
amples obtained from different farms were assayed by the above-
escribed method, using a calibration curve carried in pooled milk:

n this case, ampicillin concentrations in all assayed specimens
ere below the fixed limits. In case a sample should result positive,
confirmatory assay with a chromatographic method is recom-
ended: in fact, for high values of ampicillin the slope of calibration

urve is lower and consequently the measures result less accurate
nd precise. This assay can be performed with raw milk, many sam-
les can be analyzed simultaneously in a short incubation time
nd with a low cost, because the reagents can be easily obtained
nd their use does not need expert technicians. Therefore, it should

hus provide a useful alternative to the conventional methods for
homemade control by milk-producing farms before mixing the
ilk bulks.

ig. 2. Parallelism of the assays expressed as spline-smoothed function for milk
amples with different fat contents. F and F0 are expressed as cps (mean of three
eterminations run in duplicate).
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a b s t r a c t

Biodiesel is one of the main alternatives to fossil diesel. It is a non-toxic renewable resource, which leads
to lower emissions of polluting gases. In fact, European governments are targeting the incorporation of
20% of biofuels in the fossil fuels until 2020.

Chemically, biodiesel is a mixture of fatty acid methyl esters, derived from vegetable oils or animal fats,
which is usually produced by a transesterification reaction, where the oils or fats react with an alcohol, in
the presence of a catalyst. The European Standard (EN 14214) establishes 25 parameters that have to be
analysed to certify biodiesel quality and the analytical methods that should be used to determine those
properties.

This work reports the use of near infrared (NIR) spectroscopy to determine some important biodiesel
properties: the iodine value, the cold filter plugging point, the kinematic viscosity at 40 ◦C and the density
at 15 ◦C. Principal component analysis was used to perform a qualitative analysis of the spectra and partial

least squares regression to develop the calibration models between analytical and spectral data. The results
support that NIR spectroscopy, in combination with multivariate calibration, is a promising technique
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applied to biodiesel qualit

. Introduction

In the last decades, fuel needs have increased exponentially.
n addition, there are several economical, political and environ-

ental problems associated to the use of fossil fuels. Therefore, in
he last years, general awareness about renewable energies, with
ower environmental impact, has increased. Ideally, these alterna-
ives should be economically competitive, technically achievable,
nvironmentally acceptable and with high availability. As a result,
n the near future, the use of renewable energies (such as biofu-
ls, biomass, wave, hidric, wind and solar energies) will have to be
idespread, in order to decrease the dependence on fossil fuels.
iodiesel appears as one of the main alternatives to diesel fuel
1,2].
Biodiesel production is commonly carried out through a trans-
sterification reaction between a lipid source (vegetable oils or
ats) and an alcohol (usually methanol) to produce an ester and

by-product, glycerol [3]. This reaction occurs stepwise, with

∗ Corresponding author. Tel.: +351 21 8417344; fax: +351 21 8417246.
E-mail address: qjnc@ist.utl.pt (M.J. Neiva Correia).
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trol, in both laboratory and industrial-scale samples.
© 2008 Elsevier B.V. All rights reserved.

ono- and diglycerides as intermediate products [4,5]. After the
eaction period, the glycerol-rich phase is separated from the
ster layer either by decantation or centrifugation. The result-
ng ester phase (crude biodiesel) contains contaminants such as

ethanol, glycerides, soaps, catalyst and glycerol, and has to be
urified to comply with the European Standard EN 14214 [6].

n spite of the fact that there are several purification processes
f biodiesel, usually these processes include one or more wash-
ng steps and a final drying step to remove the remaining water
rom the biodiesel [7]. The fact that refined biodiesel has sim-
lar properties to conventional fossil diesel allows its use as an
lternative fuel. Additionally, biodiesel leads to the reduction of
reenhouse gases, particle matter and sulphur emissions and, in
ase waste frying oils (WFO) are used as a raw material in biodiesel
roduction, the treatment of an industrial or household waste
8–11].

According to geographic limitations and oil prices, biodiesel can

e produced from different feedstocks [12–17]. Moreover, different
echnologies can be used in biodiesel production [5,18–23]. As a
esult, the final product can have different properties and, there-
ore, the quality control of biodiesel is very important. Actually,
he EN 14214 establishes 25 parameters that have to be analysed
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o certify biodiesel quality. These analyses are very expensive and
ime-consuming and near infrared spectroscopy (NIRS) appears as

cheaper and faster alternative to accomplish biodiesel quality
ontrol [24–29].

NIR spectroscopy is a well-known analytical technique based
n the absorption of electromagnetic in the region from 780
o 2500 nm (12,820–4000 cm−1). This technique allows multi-
omponent analysis in a fast and non-destructive way, without
equiring complex pre-treatments. In the NIR region, a com-
onent typically absorbs at more than one wavelength and, in
hemically complex matrices, the absorbance at a given wave-
ength may have contributions from more than one analyte [30].
herefore, well-established tools like principal component analy-
is (PCA) and partial least squares (PLS) were used for biodiesel
lassification and quantification purposes. To improve the corre-
ation between the absorption of NIR radiation and the analytical
eference data, specific spectra pre-processing and variable selec-
ion methods may be used [31–34]. The spectra pre-processing
s used to reduce variations not directly related to the ana-
yte concentration, such as random noise, baseline drift, light
cattering, etc. Variable selection methods allow the determina-
ion of the spectral region(s) where variations are specifically
elated to changes in the analyte concentration, so that uninfor-
ative variables can be excluded, thus enabling the construction

f simpler and more robust models for routine analysis with
IR.

Several recent papers describe the use of NIR, coupled with mul-
ivariate data analysis, for the analysis of biodiesel [24–29]. Knöthe
27–29] reports that there are two ranges in the NIR spectra of
oybean oil and biodiesel, at 4430–4425 cm−1 and at 6005 cm−1,
hich allow these products to be distinguished. In both regions, the
ethyl ester displays sharp peaks while the feedstock oil exhibits

nly shoulders. In addition, Felizardo et al. [24,25] report the devel-
pment of calibration models for water and methanol in biodiesel,
xploring the fact that the O–H group of water presents a peak at
200 cm−1, whereas the hydroxyl group of methanol shows a rel-
tively broad peak at 4885–4480 cm−1. These authors also report
he use of NIRS to determine the methyl esters content of biodiesel,
s well as the individual fatty acids methyl esters composition
26].

This work describes the use of NIRS to determine other impor-
ant properties of biodiesel such as the iodine value, the cold filter
lugging point (CFPP), the kinematic viscosity and the density. The

odine value of biodiesel is a measure of the degree of insatura-
ion of the methyl ester molecules and an indicator of how easily
hese molecules polymerize. This value influences several impor-
ant properties of biodiesel such as its CFPP and oxidative stability.
n fact, it is known that oils and biodiesel with higher values of the
odine number have higher CFPP and a lower oxidative stability [4].
t is worth mentioning that the iodine value of biodiesel is similar
o the iodine value of the oil used in its production and, therefore, to
bey to the limits imposed by EN 14214, it is usually necessary to use
ixtures of oils as raw materials (for example, soybean, rapeseed

nd palm oils).
The CFPP is also an important property of biodiesel that guaran-

ees that it can be used at low temperatures. Actually, the CFPP is
he highest temperature at which a given volume of biodiesel fails
o pass through a standardized filtration device in a specified time,
hen cooled under standardized conditions. On the other hand,

he knowledge of the kinematic viscosity of biodiesel is also impor-

ant because it indicates its tendency to form engine deposits. It is
nown that the density and the kinematic viscosity of biodiesel are
nfluenced by its methyl esters content [11], by the type of feed-
tock used in its production and by the presence of contaminants
namely, methanol).
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. Experimental

.1. Materials and methods

Methanol, chromatographic grade (99.5%), was supplied by José
. Vaz Pereira (Lisbon, Portugal) and sodium methoxide, commer-

ial grade (30% by weight of sodium methoxide in methanol) was
urchased from BASF (Lisbon, Portugal).

.1.1. Industrial samples
Soybean biodiesel samples and mixtures of palm, soybean

nd rapeseed biodiesel were supplied by Iberol, a Portuguese
il/biodiesel producing company. Biodiesel samples produced from
FO were supplied by Space, another Portuguese biodiesel produc-

ng company.

.1.2. Laboratory-scale samples
Laboratory-scale samples were prepared by transesterification

f soybean and WFO using the following procedure: 300 g of oil
as transferred into a stirred tank reactor (1000 cm3) immersed in
temperature-controlled water bath. For stirring, a single paddle

ound impeller (diameter = 6.5 cm) at 350 revolutions min−1 was
sed. The oil was heated until the desired temperature was reached
65 ◦C). At this point, a mixture of methanol and sodium methoxide
as added to the oil and the transesterification reaction began. The

eactor was kept at around 65 ◦C for 90 min.
At the end of the reaction period, the glycerol-rich phase was

eparated from the methyl esters layer in a decantation funnel. The
sters phase (crude biodiesel) was washed with water, with a 0.5%
Cl solution and again with water to provide a purified biodiesel.
he washed methyl esters were then dried at 80–90 ◦C under vac-
um (200 mbar) using a rotary evaporator (RE-111; Büchi, Flawil,
witzerland) or centrifuged (Sigma 4K10, Osterode am Harz, Ger-
any).
Two types of strategies were used to produce biodiesel samples

ith a wide range of variation of the studied parameters (iodine
alue, CFPP, kinematic viscosity and density). On one hand, differ-
nt oils (palm, soybean, rapeseed and waste frying) and mixtures
f oils were used in the transesterification reaction because this
ed to differences, mainly, in the composition-related properties of
iodiesel (for example, the iodine value and CFPP). On the other
and, different reaction conditions (molar ratio of methanol/oil
nd amount of catalyst) were used to produce biodiesel samples
ith a wide range of methyl esters content and, therefore, with an

xtended range of physical properties such as its density and viscos-
ty [11]. For the development of the kinematic viscosity calibration,
rude biodiesel samples were also used because biodiesel viscosity
s greatly influenced by its methanol content.

.1.3. Analyses
The standard methods were used as reference for the determi-

ation of the properties under study, except for the iodine value. In
act, the iodine value was determined using an alternative method
o the Wijs method [35] presented in the EN 14214 [6], whereas
he CFPP was determined by a filtration under standardized cool-
ng conditions [36], the kinematic viscosity at 40 ◦C was determined
sing the viscometer method [37] and the hydrometer method was
sed to measure the density at 15 ◦C [38]. The errors of the analyti-
al methods presented below are reproducibility errors, calculated

sing the data presented in the correspondent European Standard.
he only exception is the iodine value method that, as mentioned
bove, was not determined using the reference method (the Wijs
ethod), but using the alternative method presented in the EN

4214.
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Table 1
Number and type of samples used in each calibration model

Parameter No. % Industrial
samples

% Laboratory
samples

Iodine value 311 50 50
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FPP 71 100 0
inematic viscosity 144 62 38
ensity 91 69 31

The near infrared diffuse transmittance spectra of the biodiesel
amples were acquired using an ABB BOMEM MB160 (Zurich,
witzerland) spectrometer equipped with an InGaAs detector and
TLA ACC131 liquid accessory with temperature control from ABB
OMEM but similar results were obtained when the spectra were
cquired with a transflectance probe from SOLVIAS (Basel, Switzer-
and).

The spectra were recorded twice for each sample at room tem-
erature (25 ± 1 ◦C), with the aid of the Galactic Grams software
ackage (Galactic Industries, Salem, NH, USA), in the wave number
ange of 12,000–4000 cm−1, with a spectral resolution of 16 cm−1.
he average of the two measurements was used for model devel-
pment.

.1.4. Sample preparation
To obtain a stable NIR calibration model it is convenient to have

alibration ranges wider than the ones allowed by the EN 14214.
owever, since most of the laboratory and industrial samples com-
ly with the EN 14214, to extend the calibration ranges, several
iodiesel samples were prepared at laboratory-scale. Therefore,
ifferent oils (palm, soybean and rapeseed) and mixtures of oils
ere used in the transesterification reaction and several biodiesel

amples with different methyl esters and methanol contents were
ynthesized. In fact, the properties of the feedstock, as well as the
egree of transesterification and the methanol content of biodiesel
reatly influence the properties under investigation.

The number and type of samples used to develop the calibration
odels are presented in Table 1.

.2. Data analysis and calibration development

All calculations were carried out using Matlab version 6.5
MathWorks, Natick, MA, USA) and the PLS Toolbox version 4.0
Eigenvector Research Inc., Manson, WA, USA). Only the region
etween 9000 and 4500 cm−1 was used for calibration because the
oisy (<4500 cm−1) and non-informative (>9000 cm−1) ranges of
he spectra were excluded.

Data analyses were performed using PCA for a qualitative anal-

sis of the spectra, followed by the PLS regression to develop
he calibration models between spectral and analytical data. Sev-
ral pre-processing methods were applied to the spectra, prior to
he models’ development. These pre-processing methods are pre-
ented in Table 2.

i
t
o
T
p

able 2
re-processing methods used in each of the calibration models (

√
: used; ×: not used)

arameter Name Pre-processing method

Savitsky–Golay derivative

Data points Polynomial

odine value PPM1

9 3rd
FPP PPM2
inematic viscosity PPM3
ensity PPM4

a Orthogonal signal correction.
77 (2008) 144–151

In the PLS regressions, the optimal number of latent variables
LVs) needed in the calibration model was obtained by cross-
alidation (CV). The internal validation strategy used was the
ontiguous-block out method (block size equal to 10 samples) [31].
t is a recurring procedure, which sets aside 10 samples of the cal-
bration set at a time, then builds a calibration model without the
xcluded samples and, finally, makes a prediction of the excluded
amples using the calibration model developed.

The detection of outliers was performed based on the leverage
alues, Q-residuals, and Studentized y-residuals. As a result, a sam-
le was considered to be an outlier if its leverage value was twice
s large as the average leverage value (given by 2(1 + LV)/N, where
V is the number of latent variables and N the number of samples),
r if its Q-residual falls above the 95% confidence limits for the con-
idered model, or yet if y-residual of the sample was larger than
wice the residual standard deviation [32].

The performance of the calibration models was analysed by cal-
ulating the root mean squares errors of cross-validation, RMSECV,
nd of external validation, RMSEP, and the respective determination
oefficients, Q 2

y , between the predicted and the measured values
30,32]. The latter coefficient, which quantifies the variance in y
eing predicted by the model, was calculated as

2
y =

(
1 − (y − ŷ)T(y − ŷ)

yTy

)
× 100 (1)

Finally, the calibration models were developed using data sets
andomly split using the Shuffle function of Matlab. Therefore, after
he random reorder of the matrix rows, the complete data set was
ivided into the calibration (the first 2/3 of the matrix’ rows) and
he external validation sets (the last 1/3 of the matrix’ rows). This
rocedure was repeated 10 times and the average errors obtained
RMSEC, RMSECV, . . .) are presented in the tables. The figures
resent the data split that allowed the calculation of the values of
MSECV and RMSEP to be equal to the mean values calculated from
he results obtained after the several runs of the SHUFFLE function.

In order to identify the regions of the spectra that better capture
he variance of each parameter, two “itoolbox” functions were used
iPLS and mwPLS). Both tools divide the spectra in a certain number
r intervals, develop the calibration models for those intervals and
alidate them, given the correspondent model errors. The spectral
egions chosen were the ones that gave the lowest errors.

. Results and discussion

.1. Development of calibration models for the iodine value

The possibility of using NIR spectroscopy to determine the

odine value is very interesting because its determination by
he recommended analytical methods, gas-chromatography [6]
r the Wijs method [35], is very expensive and time-consuming.
herefore, 311 industrial and laboratory-scale samples of biodiesel
roduced from soybean, palm and rapeseed oils, mixtures of oils

Mean centering OSCa

order Derivative order

1st
√ ×

2nd
√ ×

1st
√ √

1st
√ √



P. Baptista et al. / Talanta 77 (2008) 144–151 147

Fig. 1. Scores on PC1 versus scores on PC2 for PCA analysis for the calibration of
the iodine value (9000–4000 cm−1). Group A: biodiesel produced from palm oil;
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roup B: biodiesel produced from mixtures of oils; group C: biodiesel produced
rom rapeseed oil and mixtures of different oils; group D: biodiesel produced from
oybean oil and WFO; group E: samples of crude biodiesel.

nd waste frying oils were used for the development of the cali-
ration model for the iodine value. The iodine value in the samples
aried from 62 to 132 g I2/100 g (the EN 14214 imposes and iodine
alue lower than 120 g I2/100 g).

The qualitative analysis of the data (between 9000 and
000 cm−1) was first performed by PCA, using as data pre-
reatment a first-order Savitsky–Golay derivative with a filter width
f 15 data points and a third-order polynomial fit followed by mean
entering. The first four components captured 97.92% of the over-
ll variance of the original data (PC1 = 82.06% and PC2 = 6.96%) and
ig. 1 presents the scores of PC2 versus the scores of PC1.

As is presented in Fig. 1, the principal component analysis
eveals the grouping of the samples according to the type of
il/mixture of oils used for biodiesel production. As was reported
arlier [26], PC1 is capturing the type of oil used to produce the
iodiesel, which influences its iodine value, whereas PC2 is related
o the purification degree of the samples: from crude biodiesel
samples obtained after the transesterification reaction without
urther treatment and, therefore, contaminated with methanol,
atalyst, glycerol, etc.) to washed and dried biodiesel. Therefore,
he change in the iodine value can be easily observed from the
amples’ distribution: from the biodiesel produced using palm oil

64–65 g I2/100 g; group A in Fig. 1) to the biodiesel produced from
oybean oil (129–135 g I2/100 g; group D on the right in Fig. 1).

For the PLS model’s development, from the 311 samples, 210
ere used for calibration and 101 for validation. After exclud-

e
t
a

able 3
ross-validation and external validation results for the prediction of the iodine value (g I2

odel figures of merit Spectral region
(9000–4500 cm−1)

atent variables 2
ilter width 9
2 calibration 0.996
2 validation 0.996
MSEC (g I2/100 g) 0.7
MSECV (g I2/100 g) 0.7
2 prediction 0.997
MSEP (g I2/100 g) 0.8
2
Y

external validation (%) 99.68
ig. 2. Correlation between measured and predicted iodine value (g I2/100 g) of
iodiesel (×: calibration set; �: validation set).

ng 12 outliers (2 laboratory-scale samples produced from WFO
nd 10 industrial samples produced from mixtures of oils) using
he above-mentioned procedure, the PLS model was developed by
pplying PPM1. Using the complete spectra, the lowest RMSECV was
btained with two latent variables, which allow capturing, 86.86%
f the data variance in the spectra and 99.62% of the data vari-
nce concerning the iodine value of biodiesel. Table 3 presents the
erformance parameters of the models developed considering the
pectral regions between 9000 and 4500 cm−1.

The performance parameters presented in Table 3 demonstrate
hat these models allow the prediction of the iodine value with
rrors similar to the error associated with the analytical method
sed [6], but significantly lower than the errors of the reference
ethod [35] (3 g I2/100 g).
Furthermore, all models have a good predictive ability of the

odine value and the use of the spectral region between 5400
nd 6300 cm−1 led to the reduction of the number of latent vari-
bles (from 2 to 1) with a similar value of RMSEP. Furthermore,
t is possible to conclude that these spectral regions describe the
omposition-related properties because both the iodine value and
he linolenic acid methyl esters content [26] are calibrated in these
pectral regions.
Fig. 2 shows the performance of the model developed consid-
ring the spectral region between 9000 and 4500 cm−1 for both
he calibration and validation sets. The results presented in Table 3
nd Fig. 2 demonstrate that the calibration models developed to

/100 g)

Spectral region
(5400–6300 cm−1)

Spectral region
(8100–9000 cm−1)

1 2
9 9
0.994 0.996
0.994 0.996
0.9 0.7
0.9 0.7
0.995 0.998
1.0 0.7

99.46 99.76
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ig. 3. Scores on PC1 versus scores on PC2 for the PCA analysis of the CFPP samples
n the PCA model for the iodine value between 9000 and 4000 cm−1 (×: iodine value
amples set; �: CFPP samples set). Group A: biodiesel produced from mixtures of
ils; group B: biodiesel produced from soybean and waste frying oils.

redict the iodine value of biodiesel perform very well not only
n laboratory-scale samples but also in real industrial samples of
iodiesel produced from different types of oils.

It is important to emphasize that no differences were detected
etween industrial and laboratory-scale samples of biodiesel,
hich anticipates the applicability of this model in an industrial

nvironment.

.2. Development of calibration models for the cold filter plugging
oint

As mentioned above, the cold filter plugging point is a measure
f the behaviour of biodiesel at low temperatures and its ideal val-
es change from winter to summer (the CFPP should be lower in
inter). Since the reference method for CFPP may be troublesome,
IR spectroscopy may be a helpful alternative.

To obtain a calibration model for the biodiesel CFPP, 71 industrial
amples of biodiesel produced from mixtures of soybean, palm and
apeseed oils and waste frying oils were used. The corresponding
alibration range varied from −13 to +5 ◦C and, once more, only the
egion between 9000 and 4500 cm−1 was used for calibration.
Instead of developing a new PC analysis with the CFPP samples,
he latter were tested in the above presented PCA model developed
or the iodine value (Fig. 3).

Fig. 3 shows that the CFPP samples are spread along PC1, thus
eaning that, as expected, these samples have different composi-

i
m
T
f

able 4
ross-validation and external validation results for the prediction of CFPP (◦C)

odel figures of merit Spectral region
(9000–4500 cm−1)

atent variables 3
ilter width
2 calibration 0.983
2 validation 0.958
MSEC (◦C) 0.9
MSECV (◦C) 1.0
2 prediction 0.936
MSEP (◦C) 1.1
2
Y

external validation (%) 93.24
ig. 4. Correlation between measured and predicted CFPP (◦C) (×: calibration set;
: validation set).

ions because they were prepared from rapeseed and soybean oils
nd mixtures of oils.

The calibration model for the CFPP was built using 49 samples
or calibration and 22 samples for validation. The outliers were
xcluded (three industrial samples) and the PLS model was devel-
ped using PPM2 as the pre-processing method. Using the spectral
egion between 9000 and 4500 cm−1, the obtained model needed
hree latent variables to capture 97.59% of the data variance in the
pectra and 96.70% of the CFPP variance.

Table 4 and Fig. 4 show that the CFPP calibration model allows
he prediction of this parameter with errors similar to the reference

ethod error (1 ◦C). Additionally, the use of two narrower spectral
egions for the CFPP calibration (4500–4960 and 8100–8560 cm−1)
llowed the results to be slightly improved. It is worth mentioning
hat the 8100–8560 cm−1 region also allowed the best model for the
odine value, which means that absorption in this spectral region
hould be related to the composition of the samples.

.3. Development of calibration models for the kinematic
iscosity
The kinematic viscosity of biodiesel is intrinsically related to
ts ester content [11]. To develop a calibration model for the kine-

atic viscosity of biodiesel, 144 samples of biodiesel were used.
his set of samples contains biodiesel samples produced from dif-
erent oils/mixtures of oils and samples from different production

Spectral region
(4500–4960 cm−1)

Spectral region
(8100–8560 cm−1)

2 2
9

0.984 0.985
0.964 0.966
0.8 0.8
0.9 0.9
0.953 0.951
1.0 1.0

95.18 94.20
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Fig. 5. Scores on PC1 versus scores on PC2 for the PCA test of the kinematic vis-
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osity samples in the PCA model for the iodine value between 9000 and 4000 cm
×: iodine value samples set; �: kinematic viscosity samples set). Groups A and B:
iodiesel produced from mixtures of different oils; group C: biodiesel produced from
oybean oil and WFO; group D: samples of crude biodiesel.

tages (from crude biodiesel, contaminated with methanol, glyc-
rol, etc., to purified biodiesel—after the washing and drying steps).
herefore, it was possible to obtain a calibration range for the kine-
atic viscosity from 3.6 to 4.9 mm2 s−1 (the EN 14214 acceptable

ange for this parameter is 3.5–5.0 mm2 s−1). As for the CFPP, these
amples were tested in the above presented PCA model developed
or the iodine value and the results are presented in Fig. 5.

Fig. 5 shows that the samples with different kinematic viscosi-
ies are spread not only along PC1, that is related to the type of oil
sed in biodiesel production, but also along PC2 that accounts for
he purity of the samples/production stage.

After the PCA, the PLS model for the kinematic viscosity cali-
ration model was built using 96 samples for calibration and 48
amples for validation. Four outliers were excluded (two indus-
rial samples and two laboratory-scale sample) and the PLS model
as developed using PPM 3 as pre-processing method. Using the

omplete spectral region (9000–4500 cm−1), three latent variables
re needed to capture 93.08% of the data variance in the spec-
ra and 95.57% of the kinematic viscosity variance. The results are
resented in Table 5 and Fig. 6.

The results obtained clearly indicate that NIRS may be used

o determine the kinematic viscosity of biodiesel. Furthermore,
able 5 shows that this model allows the prediction of this param-
ter with an error around 0.1 mm2 s−1, which is an acceptable error
hen compared to the maximum error of the reference method

0.04 mm2 s−1). Moreover, the use of two narrower spectral regions

p
a
o
b
d

able 5
ross-validation and external validation results for the prediction of kinematic viscosity (

odel figures of merit Spectral region
(4500–9000 cm−1)

atent variables 3
ilter width 9
2 calibration 0.956
2 validation 0.883
MSEC (mm2 s−1) 0.06
MSECV (mm2 s−1) 0.09
2 prediction 0.931
MSEP (mm2 s−1) 0.09
2
Y

external validation (%) 87.94
ig. 6. Correlation between measured and predicted kinematic viscosity (mm2 s−1)
×: calibration set; �: validation set).

5400–9000 and 5400–7700 cm−1) allows reducing the number of
atent variables, with slightly worse performance parameters of
he model. Nonetheless, the fact that the number of latent vari-
bles is reduced means that these regions have crucial information
bout this parameter. It is also important to emphasize that these
egions are not included in the most important methanol absorp-
ion band (4806–5060 cm−1) [24,25], which means that the models
resented above for the calibration of the kinematic viscosity were
ot negatively affected by the use of samples of crude biodiesel
ontaminated with methanol.

.4. Development of calibration models for density

The set of samples used in density calibration contains 91 sam-
les of biodiesel and oil (79 and 12, respectively), both industrial
nd laboratory, produced from soybean, palm, rapeseed and waste
rying oils and from mixtures of these oils. Furthermore, oil sam-
les were also used to extend the calibration range to higher density
alues. The calibration range goes from 877 to 922 kg m−3, whereas
he EN 14214 limits for the density are from 860 to 900 kg m−3.

As shown in Fig. 7, the PCA analysis of the sample-set distin-
uishes the oil from biodiesel samples (group A versus group B) and
density variation pattern. In fact, as mentioned above for the other

roperties, the samples are distributed according to their matrix
nd, once again, the PCA analysis allowed to distinguish the palm
il and biodiesel samples (group C) from the soybean oils, WFO and
iodiesel samples. It is also possible to conclude from Fig. 7 that the
ensity difference between oils and biodiesel is higher than the one

mm2 s−1)

Spectral region
(5400–9000 cm−1)

Spectral region
(5400–7700 cm−1)

2 2
9 9
0.936 0.928
0.881 0.870
0.07 0.07
0.09 0.10
0.913 0.899
0.09 0.10

86.52 83.75
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Table 6
Cross-validation and external validation results for the density’s prediction (kg m−3)

Model figures of merit Spectral region
(4500–9000 cm−1)

Spectral region
(5400–6310 cm−1)

Latent variables 6 5
Filter width 9 9
R2 calibration 0.999 0.999
R2 validation 0.998 0.996
RMSEC (kg m−3) 0.5 0.7
R −3
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ig. 7. Scores on PC1 versus scores on PC2 for PCA analysis for density calibration
between 9000 and 4000 cm−1). Group A: biodiesel samples; group B: oil samples;
roup C: palm oils on the left and biodiesel samples on the right. The arrows indicate
ncreasing density values.

bserved between the samples of biodiesel produced from different
aw materials.

To develop the density calibration model, 91 samples were
sed (62 in the calibration set and 29 in the validation set). Four
utliers were excluded (from the set of industrial samples) and
he PLS model was developed using PPM4 as the pre-processing

ethod. Using the complete spectral region (9000–4500 cm−1),
ix latent variables were necessary to describe the model, which
aptured 98.87% of the data variance in the spectra and 99.90%
f the data variance concerning the density. It is worth men-

ioning that, as presented in Fig. 7, the differences between the
ils and biodiesel density values are higher than those between
he samples of biodiesel produced from different raw materials
Fig. 8).

ig. 8. Correlation between measured and predicted density (kg m−3) (×: calibra-
ion set; �: validation set).

n
a
c
t

i
t
o
a
p

A

p
P
T
s

R

MSECV (kg m ) 0.9 1.2
2 prediction 0.999 0.997
MSEP (kg m−3) 0.9 1.3
2
Y

external validation (%) 99.19 98.31

As presented in Table 6, the density can be estimated with a
rediction error of around 1 kg m−3, which is comparable to the
aximum error of the reference method (0.5 kg m−3). Moreover,

he use of a narrower region (5400–6300 cm−1) allows similar
esults. Therefore, it is clear that the density of the vegetable oils
nd of biodiesel may be easily determined by NIRS.

. Conclusions

The purpose of this work was to extend the use of NIR
pectroscopy to calibrate several important biodiesel properties.
herefore, besides predicting the water and methanol [24,25] and
he methyl ester contents in biodiesel [26], this work shows that
IRS may be used to predict the iodine value, the CFPP, the kine-
atic viscosity and the density of biodiesel. In fact, the derived
odels allow the prediction of the later properties with good sta-

istical figures of merit with errors similar to the reference method.
As mentioned above, the iodine value is an indicator of sev-

ral properties related to biodiesel composition (oxidative stability,
FPP, etc.) and its determination is expensive and time-consuming.
n the other hand, the advantages of using NIRS to determine

he CFPP, which is a measure of the behaviour of biodiesel at low
emperatures, the kinematic viscosity and the density are of sig-
ificance. In fact, besides the obvious advantages of allowing faster
nalyses, the NIR prediction of these parameters is a fast qualitative
haracterization tool, as well as an indicator of the transesterifica-
ion degree of a biodiesel sample.

The proposed and validated NIR models were developed with
ndustrial and laboratory-scale samples. Therefore, these calibra-
ions can be used industrially, with the purpose of at-line and
n-line monitoring of the process, as well as a simpler and more
ffordable alternative to carry out the quality control of the final
roduct.

cknowledgements

The authors thank Iberol and Space for supplying industrial sam-
les of biodiesel and oils for the laboratory-scale prepared samples.
edro Felizardo would also like to thank Fundação para a Ciência e
ecnologia (SFRH/BDE/15566/2005) and Space for his PhD financial
upport.

eferences

[1] A. Demirbas, Energy Policy 35 (2007) 4661–4670.
[2] A. Srivastava, R. Prasad, Renew. Sustain. Energy Rev. 4 (2000) 111–133.
[3] F. Ma, M.A. Hanna, Bioresour. Technol. 70 (1999) 1–15.
[4] G. Knöthe, J. VanGerpen, J. Krahl, The Biodiesel Handbook, AOCS Press, 2005.

[5] J. Marchetti, V. Miguel, A. Errazu, Renew. Sustain. Energy Rev. 11 (2007)

1300–1311.
[6] EN 14214, Automotive fuels – fatty acid methyl esters (FAME) for diesel engines

– requirements and test methods, CEN—European Committee for Standardiza-
tion, Brussels, Belgium, 2002.

[7] Y. Zhang, M. Dubé, D. McLean, M. Kates, Bioresour. Technol. 89 (2003) 1–16.



lanta

[

[

[
[

[
[
[
[
[
[
[
[

[

[

[

[

[

[
[
[
[

[

[

[

[
[

[

[37] European Standard EN 3104, CEN—European Committee for Standardization,
Brussels, Belgium.
P. Baptista et al. / Ta

[8] Y. Ulusoy, Y. Tekin, M. Cetinkaya, F. Karaosmanoglu, Energy Sources 26 (2004)
927–932.

[9] K. Bozbas, Renew. Sustain. Energy Rev. 12 (2008) 542–552.
10] J. Encinar, J. González, A. Rodríguez-Reinares, Fuel Process. Technol. 88 (2007)

513–522.
11] P. Felizardo, M.J. Neiva Correia, I. Raposo, J.F. Mendes, R. Berkemeier, J.M. Bor-

dado, Waste Manage. 26 (2006) 487–494.
12] R. Sarin, M. Sharma, S. Sinharay, R. Malhotra, Fuel 86 (2007) 1365–1371.
13] L. Oliveira, A. Franca, R. Camargos, V. Ferraz, Bioresour. Technol. 99 (2008)

3244–3250.
14] H. Berchmans, S. Hirata, Bioresour. Technol. 99 (2008) 1716–1721.
15] Y. Chisti, Biotechnol. Adv. 25 (2007) 294–306.
16] U. Rashid, F. Anwar, Fuel 87 (2008) 265–273.
17] X. Liu, X. Piao, Y. Wang, S. Zhu, H. He, Fuel 87 (2008) 1076–1082.
18] L. Meher, D. Sagar, S. Naik, Renew. Sustain. Energy Rev. 10 (2006) 248–268.
19] A. Demirbas, Energy Convers. Manage. 49 (2008) 125–130.
20] M. Canakci, J. VanGerpen, Trans. ASAE 42 (5) (1999) 1203–1210.
21] F. Abreu, D. Lima, E. Hamú, C. Wolf, P. Suarez, J. Mol. Catal. A: Chem. 209 (2004)

29–33.
22] L. Bournay, D. Casanave, B. Delfort, G. Hillion, J.A. Chodorge, Catal. Today 106

(2005) 190–192.

23] S.V. Ranganathan, S.L. Narasimhan, K. Muthukumar, Bioresour. Technol. 99

(2008) 3975–3981.
24] P. Felizardo, P. Baptista, M. Uva, J.C. Menezes, J.N. Correia, J. Near Infrared Spec-

trosc. 15 (2) (2007) 97–105.
25] P. Felizardo, P. Baptista, J.C. Menezes, J.N. Correia, Anal. Chim. Acta 595 (2007)

107–113.

[

77 (2008) 144–151 151

26] P. Baptista, P. Felizardo, J.C. Menezes, J.N. Correia, Anal. Chim. Acta 607 (2008)
153–159.

27] G. Knöthe, J. Am. Oil Chem. Soc. 76 (7) (1999) 795–800.
28] G. Knöthe, J. Am. Oil Chem. Soc. 77 (5) (2000) 489–493.
29] G. Knöthe, Trans. ASAE 44 (2001) 193–200.
30] Næs, T. Isaksson, T. Fearn, T. Davies, A User-friendly Guide to Multivariate Cali-

bration and Classification, NIR Publications, Chichester, 2002.
31] O. Preisner, J. Lopes, R. Guiomar, J. Machado, J. Menezes, Anal. Bioanal. Chem.

387 (2007) 1739–1748.
32] H. Martens, T. Næs, Multivariate Calibration, John Wiley & Sons, New York, USA,

1991.
33] M. Otto, Chemometrics: Statistics and Computer Application in Analytical

Chemistry, Wiley–VCH, New York, 1999.
34] T.A. Lestander, C. Rhén, Analyst 130 (2005) 1182–1189.
35] European Standard EN 14111, CEN—European Committee for Standardization,

Brussels, Belgium.
36] European Standard EN 116, Diesel and domestic heating fuels—determination

of cold filter plugging point, CEN—European Committee for Standardization,
Brussels, Belgium, 1997.
38] European Standard EN ISO 3675, Crude petroleum and liquid petroleum
products – laboratory determination of density – hydrometer method,
CEN—European Committee for Standardization, Brussels, Belgium,
1998.



Talanta 77 (2008) 90–97

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

Hydroxyl radical detection with a salicylate probe using modified CUPRAC
spectrophotometry and HPLC
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a b s t r a c t

Reactive oxygen species (ROS) may attack biological macromolecules giving rise to oxidative stress-
originated diseases, so it is important to establish efficient methods to screen hydroxyl radical scavengers
for antioxidant therapy. Since •OH is very short-lived, secondary products resulting from •OH attack to
various probes are measured. As a low-cost measurement technique, we used a salicylate probe for detect-
ing hydroxyl radicals generated from an equivalent mixture of Fe(II) + EDTA with hydrogen peroxide.
The produced hydroxyl radicals attacked both the probe and the water-soluble antioxidants in 37 ◦C-
incubated solutions for 2 h. The CUPRAC (cupric ion reducing antioxidant capacity) assay absorbance of
the ethylacetate extract due to the reduction of Cu(II)–neocuproine reagent by the hydroxylated probe
decreased in the presence of •OH scavengers, the difference being proportional to the scavenging abil-
ity of the tested compound. Attack by •OH radicals upon salicylate produced 2,3-dihydroxybenzoate,
2,4-dihydroxybenzoate, and 2,5-dihydroxybenzoate as major products. HPLC separation combined with
CUPRAC spectrophotometry was used to identify and quantify hydroxylated salicylate derivatives in the
presence of synthetic water-soluble antioxidants and green tea infusion. The developed spectrophoto-
metric method for •OH detection was validated with HPLC, i.e., the concentrations of dihydroxybenzoates
produced by radical attack from the probe were determined by HPLC, and the sum of (concentra-
tion × absorptivity) products of these components approximately agreed with the experimentally found
CUPRAC absorbances, confirming the validity of Beer’s law for the selected system. Statistical comparison
of the results found with the proposed methodology and HPLC was made with two-way ANOVA (anal-
ysis of variance) test. Under optimal conditions, about 53% of the probe (salicylate) was converted into
dihydroxybenzoate isomers in the absence of •OH scavengers, and these isomers were more specific mark-

ers of hydroxyl radicals than the non-specific malondialdehyde end-product of the TBARS test. Thus, the
more costly and less speedy HPLC method could advantageously be substituted with the proposed spec-
trophotometric assay of •OH detection, which was also of much higher yield than the TBARS colorimetric
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. Introduction

When natural defenses of the organism (of enzymatic, non-
nzymatic, or dietary origin) are overwhelmed by an excessive
eneration of reactive oxygen species (ROS), a situation of ‘oxidative
tress’ occurs, in which cellular and extracellular macromolecules

proteins, lipids, and nucleic acids) can suffer oxidative damage,
ausing tissue injury [1,2]. The hydroxyl radical (•OH) is the most
eactive product of ROS formed by successive 1-electron reduc-
ions of molecular oxygen (O2) in cell metabolism, and is primarily
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esponsible for the cytotoxic effects observed in aerobic organisms
xtending from bacteria to plants and animals [1,3,4].

It is generally assumed that •OH is generated in biological sys-
ems [3,5] from H2O2 by the Fenton reaction:

e2+ + H2O2 → Fe3+ + •OH + OH−

hereby Fe2+ required for the Fenton reaction is regenerated
hrough reduction of Fe3+ by superoxide anion (O2

•−), giving rise to

n overall Fe(II,III)-catalyzed Haber–Weiss reaction producing •OH
rom H2O2 and O2

•−, potentially available in aerobic cells [6]. In lab-
ratory simulations of the Fenton system, transition metal cations
f the lower valency (e.g., Co(II) or Cu(I)) may be substituted for
e(II).
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In the testing of potential •OH scavengers such as mannitol,
lucose, metabisulfite, ascorbate, and many others [7], the use of
aked (unligated) Fe2+ cation for •OH production by the Fenton
eaction may cause site-specific damage to the tested scavenger or
robe (detector) molecule, whereas the use of EDTA as the metal
helator (e.g., formation of Fe(II)-EDTA) can remove iron from its
ttached ligating site and transfer damage elsewhere [7], enabling
ore objective measurement of the scavenging ability. Oxidative

ttack of hydroxyl radicals generated from such a Fenton reac-
ion on deoxyribose produces malondialdehyde (MDA) and similar
ubstances that are colorimetrically or fluorometrically reactive
i.e., that can form colored or fluorescent products) with thiobar-
ituric acid (TBA-reactive substances, or TBARS method, based on
he formation of colored TBA-MDA adducts), forming the essence
f •OH detection [7–10]. When •OH radicals generated by iron-
DTA + H2O2 in the presence of ascorbic acid oxidize deoxyribose
nd the reaction products yield a pink chromogen absorbing at
32 nm upon heating with thiobarbituric acid (TBA), hydroxyl radi-
al scavengers added to the medium compete with the deoxyribose
robe and diminish chromogen formation, enabling the calculation
f second-order rate constants of •OH scavenging [11]. However,
here are also criticisms to the classical TBARS method in which
t is rather unspecific (e.g., also used for testing lipid peroxidation
12]), is of low efficiency (i.e., only a small percentage of deoxyri-
ose is converted to TBA-reactive substances), and cannot properly
ssay the •OH scavenging power of phenolic antioxidants which
ay show pro-oxidant activity in the Fenton reaction system via

ron recycling [13]. The TBARS method requiring acid heating at
levated temperature itself generates MDA, lacks specificity, and
as other limitations [14,15]; therefore, it is questionable whether
he TBARS test measuring MDA formation from various degradative
athways is a true indication of tissue oxidative stress in bio-

ogical chemistry. Alternative instrumental technologies such as
SR and pulse radiolysis to detect and measure the scavenging of
ydroxyl radicals are quite expensive and unavailable to many sci-
ntists interested in free radical biology and medicine [13]. It is
lso possible to use a benzoate [7,16] or salicylate [17] or N,N′-(5-
itro-1,3-phenylene) bisglutaramide [18] probe for •OH detection,
eparate the hydroxylation products of the probe by HPLC, and
etect them electrochemically or fluorometrically as an indicator
or hydroxyl radicals. Still, it may be better to stick to the ‘test
ube’ assay proposed by Halliwell et al. [11] and to improve it in
rder to develop a simple and widely used assay for detecting
ydroxyl radicals and assessing •OH scavenging antioxidant activity

n vitro.
Our recently reported simple, low-cost, and widely applica-

le CUPRAC antioxidant capacity assay for dietary polyphenols,
avonoids, vitamins C and E [19], and plasma antioxidants [20]
tilizes the copper(II)–neocuproine reagent as the chromogenic
xidant; phenolic hydroxyls are converted to the corresponding
uinones in the CUPRAC redox reaction, producing a chromogen
f Cu(I)–neocuproine absorbing at 450 nm [19]. In a recent work,
e used three aromatic probes, namely p-aminobenzoate, 2,4-
imethoxybenzoate, and 3,5-dimethoxybenzoate for •OH radical
cavenging assay of a number of important water-soluble com-
ounds, made use of competition kinetics to simultaneously

ncubate the probe with the scavenger under the attack of hydroxyl
adicals generated in a Fenton system, and measured the difference
n CUPRAC absorbance of the probe (extracted into ethylacetate
t the end of the incubation period) in the absence and pres-

nce of the scavenger (i.e., the hydroxylation product of the probe
ould show a higher CUPRAC absorbance when alone) [21]. Now,

he idea here is to use the novel colorimetric ‘test tube’ assay
f hydroxyl radical scavenging in conjunction with a salicylate
robe that has been previously used for HPLC assay [17,22,23]

m
e
H
M
a

ig. 1. Major hydroxylation products formed from a salicylic acid probe upon the
ttack of •OH radicals [23].

f •OH detection. Since it is possible to identify and quantify
he hydroxylation products (dihydroxybenzoate isomers) of the
alicylate probe with HPLC, Beer’s law was applied to testing
he additivity of absorbances of the hydroxybenzoates (i.e., to
heck whether the expected absorbances match with the exper-
mentally found CUPRAC absorbances). The ultimate aim is to
ubstitute the more sophisticated HPLC method requiring high
ost and expertise with the simple modified CUPRAC colorimet-
ic assay for hydroxyl radical detection in complex (food and
iological) systems. Since one of the most effective and sensi-
ive indicators of hydroxyl radical formation in biological fluids
s a salicylate probe with separation of the dihydroxybenzoate
DHBA) isomers (major hydroxylation products: 2,3-; 2,4-; and 2,5-
HBA) formed from salicylate (Fig. 1) [23] with HPLC, followed
y electrochemical detection [22,24], the proposed redox chro-
ogen (copper(II)–neocuproine) is believed to play the part of

n electrochemical detector in a simple colorimetric system even
ithout requiring separation of the DHBA isomers. Salicylate was
referred as the •OH trapping agent in the developed colorimetric
ssay, because it had a very low CUPRAC absorbance and its defi-
itely known and stable hydroxylation products had relatively high
UPRAC absorbances.

. Experimental

.1. Reagents and instrumentation

The following chemical substances of analytical reagent grade
ere supplied from the corresponding sources: neocuproine (2,9-
imethyl-1,10-phenanthroline), acetonitrile, and trichloroacetic
cid (TCA): Sigma Chem. Co.; 2-thiobarbituric acid (TBA), 2,3-
ihydroxybenzoic acid (2,3-DHBA), and ascorbic acid: Aldrich;
opper(II) chloride dihydrate, ammonium acetate, iron(II) chlo-
ide tetrahydrate, hydrogen peroxide (30%, by mass), sodium

etabisulfite (Na2S2O5), mannitol, glucose, thiourea, ethylac-

tate, sodium hydroxide, dimethyl sulfoxide (DMSO), concentrated
3PO4, Na2HPO4·2H2O, NaH2PO4·2H2O and concentrated HCl: E.
erck; disodium-EDTA, sodium salicylate, 2,4-dihydroxybenzoic

cid (2,4-DHBA), 2,5-dihydroxybenzoic acid (2,5-DHBA), 2-deoxy-
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To 0.25 mL of the 1:3 EtOH:H2O extract, the modified CUPRAC
2 B. Bektaşoğlu et al. /

-ribose: Fluka; sodium thiosulfate pentahydrate (Na2S2O3·5H2O),
bsolute ethanol: Riedel. Lipton green tea (C. sinensis) was pur-
hased from Unilever San. Tic. Turk AS.

Either 1.0 × 10−2 or 1.0 × 10−3 M aqueous solutions of thiourea,
annitol, ascorbic acid, glucose, sodium metabisulfite, sodium

hiosulfate pentahydrate, and DMSO were prepared in bidistilled
ater. The salicylate buffer (at 10 mM concentration) was pre-
ared by dissolving 0.160 g of sodium salicylate in bidistilled water.
e(II) at 20 mM concentration was prepared by dissolving 0.1988 g
eCl2·4H2O with 2 mL of 1 M HCl, and diluting to 50 mL with water.
a2-EDTA at 20 mM concentration was prepared by dissolving
.372 g of the salt in water and diluting to 50 mL. Hydrogen peroxide
t 10 mM concentration was prepared from a 0.5 M intermediary
tock solution (standardized by permanganate(VII) titrimetry) pre-
ared from 30% H2O2, and then diluting this at a ratio of 1:50
ith H2O. 2,4-Dihydroxybenzoic acid, 2,5-dihydroxybenzoic acid,

nd 2,3-dihydroxybenzoic acid were prepared in bidistilled water
t 1 mM (1.0 × 10−3 M) concentration. Copper(II) at 1.0 × 10−2 M
as prepared by dissolving 0.4262 g of CuCl2·2H2O in water, and
iluting to 250 mL. Ammonium acetate (NH4Ac; 1.0 M) aqueous
olution contained 19.27 g of the salt in 250 mL. Neocuproine (Nc)
t 7.5 × 10−3 M was prepared by dissolving 0.078 g of the free
ase in 96% EtOH, and diluting to 50 mL with ethanol (prefer-
bly prepared fresh). Trichloroacetic acid (TCA) at 2.8% (by mass)
as prepared in water, and thiobarbituric acid (TBA) at 1% in
0 mM aqueous NaOH. Deoxyribose at 10 mM was prepared in
ater.

Green tea bag (Camellia sinensis) supplied from the market
as weighed as such to yield a mass of 2.0 g. The tea bag
as dipped into and pulled out of beakers containing 500 mL
f freshly boiled water for the first 2 min, and let to steep for
he remaining 3 min in the covered beakers (total steeping time
as 5 min) to prepare a tea infusion. The bag was removed, and

he partly turbid solutions were filtered through a black band
hatman quantitative filter paper after cooling to room tem-

erature. The clear extract was properly diluted for the CUPRAC
nd HPLC assays of hydroxyl radical scavenging activity (dilu-
ion ratio: 1:5). The dilution ratio of green tea infusion was
elected so as not to give an initial CUPRAC absorbance (which
ould otherwise complicate the calculations). During the mea-

urement of •OH scavenging activity of green tea infusion with
he proposed procedure, 0.5 mL of the 1:5 diluted infusion was
aken.

The spectra and absorption measurements were recorded in
atched quartz cuvettes using a Varian CARY 100 Bio UV–vis

pectrophotometer (Mulgrave, Victoria, Australia). Other related
pparatus and accessories were a Clifton water bath, E521 Metrohm
erisau pH-meter equipped with glass electrodes, and Elektromag
ortex stirrer.

The chromatograph was from PerkinElmer (Shelton, CT,
SA), and consisted of a pump (PerkinElmer Series 200 HPLC
ump), an injection valve (Model 7725i, Rheodyne, Cotati, CA,
SA), a Hamilton 25 �L-syringe (Reno, NV, USA), an analyt-

cal stainless-steel column packed with Hamilton H × Sil C18
orbent (250 mm × 4.6 mm, 5 �m) (Reno, NV, USA) and a variable-
avelength UV–vis detector (PerkinElmer Series 200). The mobile
hase for HPLC analysis with gradient elution was prepared
rom phosphate (H2PO4

−) buffer and acetonitrile. This buffer
as prepared by dissolving 0.78 g of sodium dihydrogen phos-
hate dihydrate in 500 mL of bidistilled water. The pH of the
obile phase thus prepared was adjusted to pH 2.5 with phos-
horic acid. The elution program was run such that the initial
omposition of the mobile phase as 10% acetonitrile and 90% phos-
horic acid aqueous buffer was linearly transformed into a final
omposition of 60% acetonitrile and 40% phosphoric acid buffer

m
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ixture within the program period of 30 min. The flow rate was
djusted to 1.0 mL min−1, and the UV detection wavelength was
80 nm.

.2. Recommended procedure (modified CUPRAC method)

To a test tube were added fairly rapidly 3 mL of phosphate buffer
pH 7.0), 1 mL of 10 mM probe material (salicylate), 0.5 mL of 20 mM
a2-EDTA, 0.5 mL of 20 mM FeCl2 solution, (4–x) mL H2O, (x) mL

cavenger sample solution (x varying between 0.5 and 2.5 mL, for
onstructing the calibration curves of scavengers) at a concen-
ration of 1.0 × 10−2 or 1.0 × 10−3 M, and 1 mL of 10 mM H2O2 in
his order, and the mixture in a total volume of 10 mL was incu-
ated for 2 h in a water bath kept at 37 ◦C. At the end of this
eriod, the reaction was stopped with adding 0.5 mL of 2 M HCl,
ortexed, 4 mL of this acidified solution was taken, 4 mL of ethylac-
tate (EtAc) added, and mixed again. To 1 mL of the EtAc extract,
he modified CUPRAC method [21] was applied in the following

anner:

1 mLCu(II) + 1 mLNc + 1 mL NH4Ac buffer + 1 mL EtAc extract

+ 1 mL EtOH

he absorbance at 450 nm of the final solution at 5 mL
otal volume was recorded 30 min later against a reagent
lank.

The second-order rate constants of the scavengers were deter-
ined with competition kinetics by means of a linear plot

f Ao/A as a function of [scavenger]/[probe], where Ao and
are the CUPRAC absorbances of the system in the absence

nd presence of scavenger, respectively [21]. The second-order
ate constants found with the modified CUPRAC procedure
ith the use of competition kinetics [21] were then com-
ared with those found with the conventional TBARS method
11].

During the validation of the modified CUPRAC method with
PLC, a salicylate probe as the hydroxyl radical trapping agent was
sed. As described in the ‘recommended procedure’, a salicylate
uffer solution of initial concentration 10 mM was subjected to
ydroxyl radical attack in the described Fenton system; the use
f salicylate probe was either with (x = 0.5–1.5 mL of the tested
olution) or without the addition of scavengers. After stopping
he hydroxylation reaction with the addition of acid, 4 mL of EtAc
as mixed with 4 mL of the incubated solution, vortexed, and the
ydroxylation products together with the salicylic acid probe were
xtracted into the organic phase. A 2-mL aliquot of the organic
hase was withdrawn into a test tube, and the solvent was evapo-
ated under nitrogen flow. The evaporation residue remaining in the
ube was dissolved with 2 mL of 1:3 (v/v) EtOH–H2O mixture. This
nal solution was subjected to both CUPRAC colorimetric and HPLC
nalysis. The concentrations of the remaining salicylate and the
onverted hydroxylation products (DHBA isomers) were calculated
rom the chromatogram; the CUPRAC absorbance expected from
ach component was calculated (by means of the calibration curve
rawn for each component), and these individual absorbances
ere summed up to find the expected CUPRAC absorbance of the
ixture. This expected absorbance was compared to the experi-
entally found absorbance for different solutions of the Fenton

ydroxylation system originally containing the probe and the scav-
nger.
ethod was applied in the following manner:

1 mL Cu(II) + 1 mLNc + 1 mL NH4Ac buffer

+ 0.25 mL EtOH : H2Oextract + 0.75 mLH2O
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.3. HPLC method

After the dissolution of the evaporation residue of the EtAc
xtract (remaining in the test tube) with 2 mL of 1:3 (v/v) EtOH-
2O mixture (see ‘Recommended procedure’), a suitable aliquot of

his solution was injected into the HPLC column (5 �m ODS), and
radient elution was employed for separation of the hydroxylation
roducts. The mobile phase consisted of acetonitrile and 10 mM of
H 2.5 phosphoric acid buffer in varying proportions. The reten-
ion times of the salicylic acid probe and the major hydroxylation
roducts; namely 2,3-DHBA, 2,4-DHBA, and 2,5-DHBA [23] were
ompared with those of pure standards, and the method of standard
dditions was applied where necessary for complete identification
f the reaction products.

.4. Deoxyribose (TBARS: thiobarbituric acid-reactive substances)
olorimetric method

The deoxyribose (TBARS) method was applied as the reference
ethod of comparison for determining the rate constants [7–11].

o a test tube were rapidly added 3 mL of phosphate buffer (pH
.0), 1 mL of 10 mM 2-deoxy-d-ribose (probe: pr), 0.5 mL of 20 mM
a2-EDTA, 0.5 mL of 20 mM FeCl2 solution, (4–x) mL H2O, (x) mL

cavenger (sc) sample solution (x varying between 0.5 and 2.5 mL)
t a concentration of 1.0 × 10−2 or 1.0 × 10−3 M, and 1 mL of 10 mM
2O2 in this order, and the mixture in a total volume of 10 mL was

ncubated for 4 h in a water bath kept at 37 ◦C. At the end of this
eriod, the reaction was stopped with adding 5 mL of 2.8% TCA,
mL of 1% TBA was added, and the reaction mixture was kept in a
00 ◦C-water bath for 10 min. The test tube containing the final mix
as cooled under a flow of running tap water, and the absorbance

t 520 nm was recorded.
The second-order rate constants of the scavengers were deter-

ined with competition kinetics [11,25] by means of a linear plot
f Ao/A as a function of [sc]/[pr], where Ao and A are the TBARS
bsorbances of the system in the absence and presence of scav-
nger, respectively.

.5. Statistical analysis

Descriptive statistical analyses were performed using Excel
oftware (Microsoft Office 2002) for calculating the means and
he standard error of the mean. Results were expressed as the

ean ± standard deviation (S.D.). Using SPSS software for Win-
ows (version 13), the data were evaluated by two-way analysis
f variance (ANOVA).

. Results and discussion

.1. Requirements for experimental design

Gutteridge has shown that the TBA-reactivity of deoxyribose
measured as the absorbance at 532 nm) was maximal when Fe2+

nd EDTA were taken at equimolar concentrations (0.22 mM) for
.1 mM deoxyribose in phosphate buffer at pH 7.4. In the absence
f added EDTA, iron ions would bind to the detector or buffer
olecules to produce ‘site-specific’ radical damage on the detec-

or. In the presence of EDTA, however, iron is removed from these
inding sites to produce •OH in ‘free’ solution [26].

At the time of the original TBARS assay development [8], carbo-

ydrate (probe) degradation was brought about purely with Fe2+

i.e., without EDTA). EDTA was later added to the system to prevent
ite-specific damage to the probe due to iron complexation. EDTA
llows more •OH to escape into free solution to react with added
cavengers [7] so as to enable investigating competitive kinetics

i
i
l
t
s
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f hydroxyl radical scavengers against the probe. EDTA has several
ther unique advantages such as reducing the redox potential of
ron ions to enable easier oxidation of Fe(II) to Fe(III), solubilizing
ron at physiological pH, and accelerating the autoxidation of Fe2+

ons [27]. Generation of thiobarbituric acid (TBA) reactivity from
eoxyribose, however, was inhibited by EDTA when this exceeded
he concentration of iron salt present [7]. Gutteridge has shown that
hen EDTA exceeds the concentration of iron salt present, it does
ot increase the formation of TBA-reactive material from deoxyri-
ose [7]. There are reports in the literature where the researchers
ave used an excess of EDTA over Fe(II) in order to suppress the
ossible prooxidant effect of oxidized iron via binding to phenolic
ntioxidants [13], but usually, the solutions of iron ions and EDTA
re taken equimolar in the assays [28,29] as we did in this work.

In the Fenton reaction system utilized, the absorbances due to
he hydroxylation of the probe (salicylate probe of this work) almost
eached saturation levels at the end of 1 h, and basically remained
nchanged for a total period of 2.5 h. Naturally, salicylate was pre-
iously used as a probe for •OH detection in conjunction with HPLC
17,22,23], but not with colorimetry.

.2. Mathematical treatment of data with competition kinetics

The basic equations used in competition kinetics for calculating
OH scavenging rate constants, as recommended by Halliwell and
utteridge [11], can be summarized as follows:

robe (pr) + .•OH → Product1

cavenger (sc) + •OH → Product2

he rates of formation of the products, i.e., (d[Producti]/dt), are
roportional to the corresponding CUPRAC absorbances:

A = Ao − A = K(ksc[sc][•OH]) (1)

= K(kpr[pr][•OH]) (2)

here K is the instrumental constant, A is the absorbance in the
resence of hydroxyl radical scavengers (sc) at concentration [sc]
nd Ao the absorbance in the absence of a scavenger; rate constants
f reactions in the presence (ksc) or absence of scavenger (kpr), [pr]
s the concentration of salicylate used in the experiment. CUPRAC
bsorbance arises from the reduction of the Cu(II)–neocuproine
eagent to the Cu(I)–chelate [19] by the hydroxylated probe, while
he salicylate probe had a negligible original CUPRAC absorbance,
.e., its molar absorptivity was ε = 58 L mol−1 cm−1.

When Eq. (1) is divided by Eq. (2), we get

A0 − A

A
= K(ksc[sc][rad])

K(kpr[pr][rad])

⇒ A0

A
− 1 = ksc[sc]

kpr[pr]

⇒ A0

A
= 1 +

(
ksc[sc]
kpr[pr]

)
(3)

aturally Eq. (3) is applicable to cases where the concentrations of
he probe and scavenger are greatly in excess of that of the transient
adical, and remain effectively constant during the process.

A rate constant for the reaction of the scavenger with hydroxyl
adical can be deduced from the inhibition of colour forma-
ion due to hydroxylation of the probe. Competition kinetics

nvolving a probe and a scavenger for •OH reaction using var-
ous concentrations of the reactants should yield a straight
ine when Ao/A is plotted as a function of [sc]/[pr], where
he slope would yield the ratio of the associated rate con-
tants (the means for N = 7 data points regarding the slope
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Table 1
The •OH scavenging activity of various antioxidant compounds using the modified
CUPRAC method with a salicylate probe (linear equations with respect to Eq. (3),
mean ± S.D., N = 7 data points)

•OH scavengers Linear equation and
correlation coefficient

Rate const. (M−1 s−1)

Na2S2O5 (10−3 M) y = 0.54x + 0.99; r: 0.9872 (1.27 ± 0.13) × 1010

Ascorbic acid (10−2 M) y = 0.05x + 0.98; r: 0.9654 (1.17 ± 0.01) × 109

Mannitol (10−2 M) y = 0.04x + 0.99; r: 0.9845 (9.40 ± 0.02) × 108

Glucose (10−2 M) y = 0.02x + 1.01; r: 0.9864 (4.70 ± 0.02) × 108
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Fig. 2. The HPLC chromatogram for salicylate and its hydroxylation products in the
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nature of scavenger, e.g., the conversion ratio of the original probe
to products in the presence of rapid scavengers (DMSO, Na2S2O5,
Na2S2O3) was approximately 23–27%, whereas with slower scav-
engers (ascorbic acid, mannitol, glucose), this ratio increased to
MSO (10−2 M) y = 0.50x + 1.15; r: 0.9863 (1.17 ± 0.08) × 1010

a2S2O3 (10−2 M) y = 0.63x + 1.09; r: 0.9911 (1.48 ± 0.10) × 1010

ote: y = Ao/A, x = [sc]/[pr], as described in Eq. (3).

iffered by ≤±6–7%), and the intercept would be approximately
qual to 1. The calculated rate constants of scavengers were
roportional to the slopes of these lines, and the precision
f data was associated with the linear correlation coeffi-
ients.

.3. Comparative evaluation of hydroxyl radical scavenging rate
onstants

The rate constants of •OH scavenging of many aqueous metal
ons is less than 3 × 108 M−1 s−1, while for many reducing agents
nd organic molecules, it is at the order of 109–1010 [30]. We took
hiourea as the reference compound, and using the second-order
ate constant of thiourea for •OH reaction: k (M−1 s−1) = 4.7 × 109

s given by Halliwell [31], we measured the hydroxyl radi-
al scavenging constant of the salicylate probe of this work as
.35 × 1010 M−1 s−1. With similar calculations, we found the k for
-deoxy-d-ribose using the TBARS method as 2.97 × 109 against
hiourea (the second-order rate constant of which is known),
hereas its k is reported in the literature as 3.1 × 109 M−1 s−1 [13].
ith the use of Eq. (3), Ao/A plots as a function of [sc]/[pr] gave

inear curves. The linear equations for •OH scavenger compounds
n accord with Eq. (3), their linear correlation coefficients, and
heir calculated second-order rate constants are given in Table 1
ith the tested probes using the CUPRAC method, and in Table 2
ith the deoxyribose probe using the TBARS method. Naturally,

ince the competitive kinetic method of calculation is relative to
ertain reference compounds, no rate constant calculated with a
iven method should be expected to be identical to that with
nother, but their orders of magnitude should be comparable.
he rate constants for metabisulfite, ascorbic acid, and manni-
ol calculated with the use of the salicylate probe (Table 1) were
omparable to those found using the p-aminobenzoate as the

eference probe [21]. Likewise, the values for mannitol and glu-
ose using salicylate (Table 1) were in accord with those found
ith 2,4-dimethoxybenzoate [21]. The observation that glucose

ave a higher •OH scavenging constant than ascorbic acid using
he TBARS method with a deoxyribose probe (Table 2) pointed

able 2
he •OH scavenging activity of various antioxidant compounds using the TBARS
ethod with a 2-deoxy-d-ribose probe (linear equations with respect to Eq. (3),
ean ± S.D., N = 7 data points)

OH scavengers Linear equation and
correlation coefficient

Rate const. (M−1 s−1)

a2S2O5 (10−3M) y = 2.66x + 0.90; r: 0.9965 (8.25 ± 0.17) × 109

scorbic Acid (10−2M) y = 0.10x + 0.98; r: 0.9380 (3.10 ± 0.04) × 108

annitol (10−2M) y = 0.26x + 0.90; r: 0.9781 (8.10 ± 0.02) × 108

lucose (10−2M) y = 0.41x + 1.05; r: 0.9932 (1.27 ± 0.03) × 109

MSO (10−3M) y = 1.01x + 0.94; r: 0.9943 (3.13 ± 0.08) × 109

a2S2O3 (10−2M) y = 0.77x + 1.00; r: 0.9857 (2.39 ± 0.19) × 109

ote: y = Ao/A, x = [sc]/[pr], as described in Eq. (3).
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bsence of hydroxyl radical scavengers (HPLC separation of hydroxylation products
xtracted from salicylate (10 mM) incubated at pH 7 with a ferrous salt (20 mM)
or 2 h at 37 ◦C and monitored at 280 nm). The retention times were (a) 2,5-DHBA
.38 min; (b) 2,4-DHBA 9.78 min; (c) 2,3-DHBA 11.20 min; (d) salicylate 17.65 min.

ut to possible errors inherent in this non-specific method. If
he hydroxyl radicals were generated from an alternative sys-
em such as (Fe(III) + ascorbic acid + hydrogen peroxide) instead
f the Fenton system used in this study [3], measurement of the
cavenging rate constant of ascorbic acid would not be possi-
le.

.4. Comparison of the findings with modified CUPRAC and HPLC
ethods

During the development of salicylate as a hydroxylation probe
17,22,23], the basic products were identified as dihydroxybenzoic
cid (DHBA) isomers (Fig. 1). For the salicylate probe without a scav-
nger, the HPLC chromatogram of the probe and its hydroxylation
roducts is given in Fig. 2 (the conditions for the chromatogram
re shown in the figure legend). The retention times of the iden-
ified peaks are very close to those recorded in the presence of
a2S2O3 (Fig. 3) and DMSO (Fig. 4) as scavengers. As a result of

he Fenton reaction, product conversion varied with respect to the
ig. 3. The HPLC chromatogram for salicylate and its hydroxylation products in the
resence of 1.0 mL 10−2 M Na2S2O3 as hydroxyl radical scavenger (HPLC separation of
ydroxylation products extracted from salicylate (10 mM) incubated at pH 7 with a
errous salt (20 mM) for 2 h at 37 ◦C and monitored at 280 nm). The retention times
ere (a) 2,5-DHBA 9.41 min; (b) 2,4-DHBA 9.84 min; (c) 2,3-DHBA 11.25 min; (d)

alicylate 17.71 min.
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Table 3
The comparison of results with CUPRAC and HPLC assays using a salicylate probe

Sample Composition
of mixture

Concentration (M) Expected
absorbance (with
respect to HPLC)

Yield % with
respect to
HPLC

Expected overall
absorbance with respect
to HPLC analysis

Experimentally found
absorbance with
respect to CUPRAC

Reference without scavengers 2,5-DHBA 1.35 × 10−4 0.69 12.35 1.61 ± 0.02 1.70 ± 0.01
2,4-DHBA 1.78 × 10−4 0.10 16.28
2,3-DHBA 1.99 × 10−4 0.82 18.21
SA 5.81 × 10−4 0.005 53.15

1.0 mL 1 × 10−2 M DMSO 2,5-DHBA 6.09 × 10−5 0.31 4.68 0.84 ± 0.11 0.86 ± 0.03
2,4-DHBA 1.74 × 10−4 0.10 13.36
2,3-DHBA 1.03 × 10−4 0.42 7.91
SA 9.65 × 10−4 0.007 74.11

1.0 mL 1 × 10−2 M Na2S2O3 2,5-DHBA 1.38 × 10−6 0.01 0.14 0.47 ± 0.06 0.62 ± 0.05
2,4-DHBA 1.72 × 10−4 0.10 17.22
2,3-DHBA 8.62 × 10−5 0.35 8.63
SA 7.40 × 10−4 0.006 74.07

1.0 mL 1 × 10−2 M mannitol 2,5-DHBA 7.57 × 10−5 0.39 7.14 1.05 ± 0.10 0.94 ± 0.04
2,4-DHBA 1.76 × 10−4 0.10 16.60
2,3-DHBA 1.36 × 10−4 0.56 12.84
SA 6.72 × 10−4 0.006 63.39

1.0 mL 1 × 10−2 M glucose 2,5-DHBA 8.06 × 10−5 0.41 8.15 1.03 ± 0.10 0.89 ± 0.02
2,4-DHBA 1.75 × 10−4 0.10 17.69
2,3-DHBA 1.24 × 10−4 0.51 12.54
SA 6.10 × 10−4 0.005 61.67

1.0 mL 1 × 10−2 M Na2S2O5 2,5-DHBA 2.62 × 10−5 0.13 2.18 0.54 ± 0.01 0.53 ± 0.02
2,4-DHBA 1.71 × 10−4 0.10 14.25
2,3-DHBA 7.39 × 10−5 0.30 6.16
SA 9.29 × 10−4 0.007 77.42

1.5 mL 1 × 10−2 M ascorbic acid 2,5-DHBA 1.17 × 10−4 0.60 10.63 1.29 ± 0.09 1.31 ± 0.02
2,4-DHBA 1.76 × 10−4 0.10 16.00
2,3-DHBA 1.41 × 10−4 0.58 12.82
SA 6.69 × 10−4 0.006 60.82
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.5 mL 1:5 diluted green tea infusion 2,5-DHBA 1.18 × 10 0.
2,4-DHBA 1.76 × 10−4 0.
2,3-DHBA 1.41 × 10−4 0.
SA 8.52 × 10−4 0.

7–40% due to less competition for •OH (Table 3). The linear cal-
bration equations and correlation coefficients of hydroxylated
alicylate products with respect to HPLC and CUPRAC methods are
abulated in Table 4.

.5. Additivity of CUPRAC absorbances of dihydroxybenzoate
roducts, and statistics

Among the hydroxylation products of salicylate, the DHBA
somers having the highest CUPRAC molar absorptivities
ere 2,5-DHBA (ε = 4.2 × 104 L mol−1 cm−1) and 2,3-DHBA
ε = 3.4 × 104 L mol−1 cm−1), and therefore these two isomers con-
ributed with the highest share to the overall CUPRAC absorbance
f the hydroxylation products after the Fenton reaction. As for
he final form of analytes detected in the colour reaction of this

i
p
t
o
o

able 4
inear calibration equations and correlation coefficients of hydroxylated salicylate produc

ydroxylated salicylate products Linear equation and correlation coef

,3-Dihydroxybenzoic acid y = 3.4 × 104x − 0.01
r = 0.9994

,4-Dihydroxybenzoic acid y = 4.3 × 103x + 0.1
r = 0.9985

,5-Dihydroxybenzoic acid y = 4.2 × 104x + 0.02
r = 0.9982

odium salicylate y = 58x + 0.007
r = 0.9943

ote: x = molar concentration of analyte (DHBA or salicylate), y = absorbance in the CUPRA
9.17 1.29 ± 0.01 1.18 ± 0.08
13.67
10.95
66.20

ork, the limit of detection (LOD) of the two major chromophores
roduced from the salicylate probe upon •OH attack, i.e., 2,3-DHBA
nd 2,5-DHBA, were 1.3 × 10−7 and 2.2 × 10−7 M, respectively. Con-
idering that the molar absorptivity of the TBA-MDA adduct was
.53 × 105 L mol−1 cm−1, it may be calculated that the detectable
oncentrations of MDA were roughly at the same order of magni-
ude. On the other hand, calculation of LOD in terms of hydroxyl
adical attack on the initial probe gives a different picture: only

small percentage of the carbohydrate probe is converted to
BA-reactive substances in the deoxyribose assay [13,21], whereas

n the proposed CUPRAC assay, probe conversion into colored
roducts is definitely more efficient. Thus, detection limits in
erms of initial analytes are lower for the proposed assay. The
riginal probe almost showed no interference since its ε value was
nly 58, while 2,4-DHBA had ε = 4.3 × 103 L mol−1 cm−1 because it

ts with respect to HPLC and CUPRAC methods

ficient (CUPRAC) Linear equation and correlation coefficient (HPLC)

y = 5.9 × 108x + 12,107
r = 0.9998

y = 3.4 × 109x − 569,039
r = 0.9957

y = 3.3 × 108x + 5,969
r = 0.9999

y = 1.4 × 109x + 8,973
r = 0.9999

C evaluation, y = peak area in the HPLC evaluation.
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Fig. 4. The HPLC chromatogram for salicylate and its hydroxylation products in the
presence of 1.0 mL 10−2 M DMSO as hydroxyl radical scavenger (HPLC separation of
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[21,36]. At sufficiently low concentrations of food extracts, the pro-
ydroxylation products extracted from salicylate (10 mM) incubated at pH 7 with a
errous salt (20 mM) for 2 h at 37 ◦C and monitored at 280 nm). The retention times
ere (a) 2,5-DHBA 9.49 min; (b) 2,4-DHBA 9.90 min; (c) 2,3-DHBA 11.31 min; (d)

alicylate 17.80 min.

acked the ortho- and para-substituents for electron donation to
tabilize the aryloxyl radical formed when the phenolic-OH lost
n electron, i.e., a very important property of antioxidants [32]. By
he use of calibration lines (or molar absorptivities) of individual
HBA isomers listed in Table 4, it was possible to calculate the
verall CUPRAC absorbance of hydroxylation products (within
5–10% error) using the principle of additivity of absorbances
f a mixture obeying Beer’s law (Table 3). The concentrations of
ihydroxybenzoates produced by radical attack from the probe
ere determined by HPLC, and the sum of (concentration x absorp-

ivity) products of these components approximately agreed with
he experimentally found CUPRAC absorbances, confirming the
alidity of Beer’s law for the selected system. HPLC analysis of the
enton reaction products showed that in the absence of hydroxyl
adical scavengers, about half of the original probe (salicylate)
emained intact whereas 2,3-; 2,4-; and 2,5-DHBA yields were
8.2 ± 0.2%, 16.3 ± 0.1%, and 12.4 ± 0.6%, respectively. Using these
onversion ratios, the CUPRAC absorbance of the final mixtures
ould be calculated by the equation [19]:

Total CUPRAC Absorbance)expected =
∑

εiCi (4)

here εi and Ci were the molar absorptivity and concentration,
espectively, of component (i) in the final mixture, using a 1-cm
ptical cell (i varied from 1 to 4, as shown in Table 3). Chromato-
raphic calculation of the concentration of each species in the
bsence or presence of scavengers was made with the aid of cali-
ration curves of salicylate and its hydroxylation products (DHBAs)
rawn as peak area of analyte versus concentration (Table 4). The
etention times of analytes in a real hydroxylated mixture were
onfirmed with the use of synthetic mixtures and the technique of
tandard additions. The HPLC-calculated concentrations were mul-
iplied with the dilution ratio described in the CUPRAC method
i.e., 0.5/4.1), and these normalized concentrations were substi-
uted in the corresponding CUPRAC calibration equations (Table 4)
o find the theoretically expected absorbances. The accordance of
xpected and actually found absorbances was checked. Isomeric
DHBA) product ratio did not appreciably change under the selected
eaction conditions in the absence of scavengers, but 2,3-DHBA/2,5-

HBA isomer ratio varied between 1.2 and 1.8 in the presence of

cavengers not containing multivalent sulfur atoms (see Table 3). In
hese experiments, thiosulfate and metabisulfite exhibited anoma-
ously high isomer ratios, possibly similar to the anomaly observed
y ESR spectroscopy in the addition of S-containing intermediates

p
h
f
r

ta 77 (2008) 90–97

roduced by •OH reaction with sulfide to a number of unsaturated
ompounds [33]. As the isomeric product ratio may show drastic
hanges with very fast scavengers, the reader is recommended to
evert to another recent method published by the same authors
34] for measuring the •OH scavenging ability of extremely fast
cavengers – such as phenolics and flavonoids – that are soluble
n ethylacetate with •OH scavenging rate constants at the order of
011–1012 M−1 s−1. Assuming that the 2,3-DHBA/2,5-DHBA prod-
ct ratio is 1.47 for the reference sample (without scavengers) in
able 3, it could be easily calculated how a significant change in
roduct ratio would affect the observed absorbance when the rel-
tive concentrations of the highest absorbing products, 2,3- and
,5-DHBA, were to change within ±20% in a mixture of fixed total
ydroxylated product concentration. Since the molar absorptivities
f the two highly absorbing products are close, this calculation for
he hypothetical extremes of product ratio (i.e., ±20%) showed that
he overall expected absorbance would change by only ≤±2%, ver-
fying the robustness of the proposed method for hydroxyl radical
etection. Thus the more sophisticated but simultaneously more
ostly and lengthy HPLC procedure of hydroxyl radical detection
ould be completely substituted with the proposed colorimetric
ethod.
The two-way ANOVA comparison by the aid of F-test of the

ean-squares of ‘between-treatments’ (i.e., theoretically expected
PLC–CUPRAC absorbance and experimentally found CUPRAC
bsorbance of different samples in Table 3) and of residuals [35] for
number of real samples (consisting of a reference solution without
cavenger, six standard water-soluble hydroxyl radical scavengers,
nd a green tea extract solution) enabled to conclude that there was
o significant difference between treatments. In other words, the
xperimentally found CUPRAC results and theoretically expected
PLC–CUPRAC calculations were alike at 95% confidence level

Fexp = 2.490, Fcrit = 4.494, Fexp < Fcrit at P = 0.05). Thus, the proposed
ethodology was validated against HPLC. On the other hand, there
as significant difference between samples with respect to con-

entration of hydroxylated species (i.e., the ‘residual’ mean-square
as much greater than ‘between-sample’ mean-square at 95% con-
dence level), indicating different extents of hydroxylation of the
robe in the presence of different scavengers.

. Conclusions

Aromatic hydroxylation – rather than the non-specific TBARS
ssay – is one of the most specific methods available for the detec-
ion of hydroxyl radicals [23], and this has been realized with the
imple and inexpensive CUPRAC colorimetric method validated by
PLC analysis of hydroxylation products of salicylate. It is obvi-
us that the proposed CUPRAC/salicylate assay of •OH detection is
uch more efficient than the conventional TBARS assay, because (i)

pproximately half of the salicylate probe is converted into hydrox-
lation products upon hydroxyl radical attack in the absence of
scavenger; (ii) about 30% of the probe is converted into two

ighly CUPRAC-absorbing species (i.e., 2,3-DHBA and 2,5-DHBA)
n the absence of a scavenger; (iii) these two product DHBAs are
esponsible for ≥92% of the overall CUPRAC absorbance observed.
n the other hand, the widely used TBARS assay is of low yield,
ecause only a small percentage (at an order not exceeding a
ew %) of the deoxyribose probe is converted into TBA-reactive
ubstances (such as malondialdehyde) yielding colored products
osed spectrophotometric method may be used specifically for
ydroxyl radical scavenging measurement without interference
rom antioxidant vitamins and polyphenolics (that could normally
espond to the CUPRAC assay).
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a b s t r a c t

A cloud point extraction (CPE) procedure has been developed for the determination trace amounts of
Cr(III), Pb(II), Cu(II), Ni(II), Bi(III), and Cd(II) ions by using flame atomic absorption spectrometry. The
proposed cloud point extraction method was based on cloud point extraction of analyte metal ions without
ligand using Tween 80 as surfactant. The surfactant-rich phase was dissolved with 1.0 mL 1.0 mol L−1 HNO3

in methanol to decrease the viscosity. The analytical parameters were investigated such as pH, surfactant
concentration, incubation temperature, and sample volume, etc. Accuracy of method was checked analysis
Keywords:
Cloud point extraction
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F

by reference material and spiked samples. Developed method was applied to several matrices such as
water, food and pharmaceutical samples. The detection limits of proposed method were calculated 2.8,
7.2, 0.4, 1.1, 0.8 and 1.7 �g L−1 for Cr(III), Pb(II), Cu(II), Ni(II), Bi(III), and Cd(II), respectively.
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lame atomic absorption spectrometry

. Introduction

Inductively coupled plasma-atomic emission spectrometry
ICP-AES), inductively coupled plasma-mass spectrometry (ICP-

S), electrothermal atomic absorption spectrometry (ET-AAS),
V–vis Spectrometer, etc. have been used methods for determina-

ion of trace metals [1–5]. Flame atomic absorption spectrometry
FAAS) is most commonly used for the determination of trace

etals [6]. In many cases the determination of trace metals in
nvironmental samples by FAAS is notably difficult due to both
he low levels of these metals in the samples and the high com-
lexity of the sample matrices. It is usually necessary to carry out
separation step prior to the analysis. Some method for separa-

ion and preconcentration of trace metal ions has been included
olid phase extraction, membrane filtration and coprecipitation,
tc. [7–10].

Cloud point extraction (CPE) is a separation and preconcentra-

ion method [11]. This method has been some advantages such
s low cost, rapidly procedure and widely application field. Cloud
oint extraction has been applied to determination of trace metal

ons from different matrices recently years [12–16]. Cloud point
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xtraction was applied two different methods for separation of
etal ions. In first method, metal ions are occurring complex with

uitable ligand. Other method is based on direct application of cloud
oint extraction procedure without any ligand.

Polyethylene glycol sorbitan monooleate is known as Tween
0. It is a non-ionic detergent and emulsifier. Tween 80 was used
or selective protein extraction and isolation of nuclei from mam-

alian cell lines [17]. According to our literature study, Tween 80
as not been used for trace metal extraction by cloud point extrac-
ion. This study described a cloud point extraction procedure used
s surfactant of Tween 80 for separation/preconcentration of Cr(III),
b(II), Cu(II), Ni(II), Bi(II), and Cd(II) ions in different matrices such
s water, food samples and pharmaceutical sample.

. Experimental

.1. Instrumentation

A Varian AA240 model flame atomic absorption spectrometer
as used for determination of metals. The operating parameters

f elements were set according to the manufacturer recommenda-
ion. These conditions were presented in Table 1. For measuring pH
alues in the aqueous phase, WTW 330i model glass-electrode was
mployed. Pharmaceutical samples were decomposed by Bandelin
odel Sonorex Type RK52H ultrasonic bath.
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Table 1
Conditions for flame atomic absorption spectrometer

Elements Wavelength, � (nm) Slit width (nm) Lamp current (mA)

Cr(III) 357.9 0.2 40
Pb(II) 217.0 1.0 20
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3.3. Effect of temperature

In cloud point extraction system, temperature of extraction is
very important parameter for micelleus occurring. The effect of
u(II) 224.8 0.5 100
i(II) 232.0 0.2 5
i(III) 223.1 0.2 15
d(II) 228.8 0.5 40

.2. Reagents

All chemicals were at least of analytical grade. Deionised water
Millipore Elix® 5 UV resistant 14 M� cm−1) and high purity
eagents were used for all preparations of the standard and sample
olutions. The non-ionic surfactant Tween 80 (Sigma, St. Louis, MO,
SA) was used without further purification. Stock standard solu-

ions of ions at a concentration of 1000 mg L−1 were prepared from
itrate salts of elements. Working standard solutions were pre-
ared by dilution these stock solutions. All the plastic and glassware
quipments were cleaned by soaking in dilute HNO3 (1 + 9) and
ere rinsed with deionised water prior to use. Phosphate buffers

0.1 mol L−1) for pH 7–8.5 and ammonium chloride buffer solutions
0.1 mol L−1) for pH 9–10 were used in the experiments.

.3. Procedure for cloud point extraction

Proposed procedure of cloud point extraction was tested by
sing model solution. Ten micrograms of Cr(III), Pb(II) and 5 �g of
u(II), Ni(II), Bi(III), Cd(II) were added to approximately 5–10 mL
eionised water in a polyethylene centrifuged tube (capacity of
5 mL). Then, this model solution was adjusted to the pH 8.5
y 5 mL of phosphate buffer. Three millilitres of Tween 80 (4%,
/w) solution was added to the model solution. The tube was
eated for 60 min in a thermostatic water bath at 60 ◦C. Then
his turbid solution was cooled for 20 min at +4 ◦C in refrigerator.
he solution was centrifuged for 10 min at 3500 rpm. Surfactant-
ich phase was separated to aqua phase by simple decantation.
he surfactant-rich phase was dissolved with 1.0 mL 1.0 mol L−1

NO3 in methanol to decrease the viscosity. The final volume was
ompleted to 5 mL with 1.0 mol L−1 HNO3 solution. Metal concen-
ration of final solution was determined flame atomic absorption
pectrometer in acetylene/air flame. The calibration curves were
eveloped under the optimum conditions of the cloud point extrac-
ion procedure.

.4. Sample preparation

About 100 mg of a reference material (SRM 07310) sample were
reated with 15 mL aqua regia. Then this mixture heated to dry-
ess. This process was repeated twice. The residue was solved wit
pproximately 10–15 mL with 10 mL of deionised water. The ref-
rence material was filtered through a blue band filter paper and
he insoluble part was washed with distilled water. The chromium
icolinate tablet (Solgar®, vegetable capsule) was decomposed with
qua regia. For the decomposition, about 100 mg of chromium
icolinate tablet were treated with 15 mL aqua regia. This mixture
as heated in approximately 60–70 ◦C by ultrasonic bath. This solu-

ion was clearly. Because of, this solution is not to be treatment.
H of this solutions were adjusted to 7–8 with 0.1 mol L−1 NaOH

olution. Then, proposed cloud point extraction given above was
pplied the final solutions. Proposed cloud point extraction method
as applied to water samples without any treatment. Crushed
heat, hazelnut and tomato paste samples were digested with

5 mL aqua regia by ultrasonic bath at about 60–70 ◦C. This solu-
Fig. 1. pH–absorbance graph (N = 7).

ion was neutralized with 0.1 mol L−1 NaOH solution. A proposed
loud point extraction method was applied to the solution.

. Results and discussion

To determine the optimal condition for maximum extraction
fficiencies for analytes, some analytical parameters including pH,
urfactant concentrations, incubation temperature, sample vol-
me, and interfering ions were examined.

.1. Effect of pH

The effect of pH to the extraction systems was investigated in
he range of 2–10. The micelles phase was not be occurring between
H 2 and 6.5. The results were depicted in Fig. 1. Optimum pH for
roposed extraction system was preferred to 8.5.

.2. Effect of Tween 80

The concentration of surfactant that is used in the CPE is a critical
actor. Thus, amount of Tween 80 was investigated between 0.5 and
.5 mL of Tween 80 (4%, v/v) for extraction performance. The results
ere given in Fig. 2. At point zero for concentration of Tween 80,

bsorbance of metals was 0. Absorbance values of analyte metal
ons were approximately same value in the between 0.5 and 4.5 mL
f surfactant. For all the other works, 3.0 mL of 4% (v/v) Tween 80
as used for not effect more sample volume.
Fig. 2. Tween 80 volume–absorbance (N = 7).
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Table 2
Tolerable level of matrix ions, �g mL−1 (N = 7)

Element Matrix ion

Na+ K+ Mn2+ Ca2+ Mg2+ Fe3+ SO4
2− Cl− Co2+ Zn2+

Cr 1000 2500 50 5000 500 10 250 750 20 20
Pb 1000 1000 50 500 100 10 200 750 10 10
Cu 5000 5000 25 5000 500 50 500 750 7.5 7.5
Ni 5000 2500 50 5000 500 10 500 750 7.5 7.5
Bi 5000 5000 25 5000 500 10 500 5000 10 10
Cd 5000 1000 10 2500 250 50 500 1000 10 10

Table 3
Linear calibration range of elements

Ion Linear calibration range of first
calibration curve (�g/mL)

Linear calibration range of second
calibration curve (�g/mL)

Cr(III) 0.5–1.5 2.0–10.0
Pb(II) 0.5–1.5 2.0–12.0
Cu(II) 0.2–0.6 1.0–6.0
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Fig. 3. Graph of temperature–absorbance (N = 7).

quilibration temperature was investigated from 60 to 85 ◦C. At
ower temperatures than 60 ◦C the separation of the two phases
as not complete. After 60 ◦C, the absorbance was approximately

ame value (Fig. 3). The incubation time was kept at 60 min which
s sufficient for the completion of the physicochemical processes.
hus incubation temperature was to determine at 60 ◦C.

.4. Effect of sample volume

In order to obtain high preconcentration factor, the sample vol-
me is one of important analytical factor for preconcentration. The
ffect of sample volume was examined in the sample volume range
f 10–50 mL. Investigated trace metal ions were recovered quanti-
atively in the all-working range (10–50 mL).

.5. Interferences
The interferic effects of the some cation and anion were exam-
ned under optimized conditions. These results indicate that the

etal recoveries are almost quantitative in the presence of inves-
igated foreign ions (Table 2). The quantitative recover is accepted
rom 93% to 105% recoveries.

a
(
N

able 4
nalysis of standard reference materials and chromium picolinate tablet, N = 4

lement SRM 07310

Certificated value (�g g−1) Found value (�g g−1) Relative error (%

r 136.0 127.3 ± 2.0 −6.0
b 27 25.8 ± 0.3 −4.4
u 22.6 21.7 ± 4.4 −4.0
i 30.2 30.4 ± 3.1 0.6
i – BDL –
d 1.12 5.9 ± 0.4 427

DL: below the detection limit.

able 5
race metal levels of real samples, N = 4

ample Cr Pb Cu

ap water 1* 13.4 ± 1.6 14.4 ± 0.8 BDL
ap water 2* 13.8 ± 1.4 7.7 ± 0.4 BDL
ineral water 1* 236.3 ± 2.1 390.0 ± 38.8 BDL
ineral water 2* 230.5 ± 10.9 290.0 ± 10.3 BDL
ineral water 3* 242.5 ± 8.8 288.3 ± 10.4 BDL

rushed wheat** 12.5 ± 0.6 13.4 ± 0.6 BDL
azelnut** 12.1 ± 0.2 16.3 ± 1.4 4.0
omato paste** 12.3 ± 0.6 14.6 ± 1.3 4.2

DL: below the detection limit, mean ± S.D. *�g L−1; **�g g−1.
i(II) 0.2–0.6 2.0–6.0
i(III) 0.5–1.5 1.0–6.5
d(II) 0.2–2.0 1.0–6.0

.6. Calibration curves and detection limits

Calibration curves were obtained by preconcentration of stan-
ard solutions under optimized extraction conditions. Because of
ery narrow of the linear calibration range for the elements, two
ifferent calibration curves were obtained. The dynamic range of
alibration curves for studied elements were in Table 3.

The detection limits (3�) of Cr(III), Pb(II), Cu(II), Ni(II), Bi(III), and
d(II) based on the tree times standard deviation of the blank were
.8, 7.2, 0.4, 1.1, 0.8 and 1.7 �g L−1, respectively [18].

.7. Analysis of standard reference materials and chromium
icolinate
The presented cloud point extraction procedure was applied to
sediment reference materials (SRM 07310) and a mineral tablet

chromium picolinate) for concentrations of Cr(III), Pb(II), Cu(II),
i(II), Bi(III), and Cd(II) ions. The results were given in Table 4. The

Chromium picalinate

) Certificated value (�g g−1) Found value (�g g−1) Relative error (%)

200 194.6 ± 4.3 −2.7
– 53.6 ± 4.9 –
– BDL –
– 18.2 ± 2.0 –
– 49.6 ± 7.8 –
– 14.5 ± 1.6 –

Ni Bi Cd

BDL 33.8 ± 9.8 2.0 ± 0.3
1.9 ± 0.5 34.9 ± 8.6 2.0 ± 0.2
94.0 ± 0.4 263.8 ± 43.2 69.8 ± 4.6
109.6 ± 2.8 211.0 ± 19.2 71.9 ± 3.9
91.8 ± 2.9 235.0 ± 15.4 84.5 ± 5.9
4.0 ± 0.5 12.0 ± 1.8 3.5 ± 0.3

± 0.3 4.6 ± 0.4 11.0 ± 0.6 16.3 ± 0.4
± 0.1 4.0 ± 0.3 11.6 ± 1.3 14.6 ± 0.3
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Table 6
Recovery of analytes from spiked natural water samples after application CPE, N = 4

Element Added (�g L−1) Tap water Mineral water

Found (�g L−1) Recovery (%) Found (�g L−1) Recovery (%)

Cr – 13.8 – 25.7 –
400 436.4 105.6 452.0 106.6

Pb – 7.7 – 92.5 –
400 378.9 92.8 509.9 104.4

Cu – BDL – 34.8 –
160 153.2 95.8 210.3 109.7

Ni – 1.9 – 40.7 –
160 149.8 92.4 203.5 101.8

Bi – 34.9 – 235.0 –
400 456.5 105.4 826.0 98.5

Cd – GSA – 10.6 –
160 158.8 98.0 172.9 101.4

BDL: below the detection limit.

Table 7
Recovery of trace element from spiked solid samples after application CPE, N = 4

Element Added (�g g−1) Crushed wheat Hazelnut Tomato paste

Found (�g g−1) Recovery (%) Found (�g g−1) Recovery (%) Found (�g g−1) Recovery (%)

Cr – 12.5 – 12.1 – 12.3 –
20 36.5 120 34.0 114 35.7 117

Pb – 13.4 – 16.3 – 14.6 –
20 33.6 101 38.8 113 35.2 103

Cu – 0.4 4.05 – 4.2 –
8 5.42 63 4.36 4 9.5 67

Ni – GSA – 4.6 – 4.0 –
8 7.6 95 9.7 64 11.3 91

Bi – 12.0 – 11.0 – 11.6 –
20 34.3 112 32.8 109 35.3 118

Cd – 3.5 – 16.3 – 14.6 –
8 11.8 104 38.8 107 35.2 103

Table 8
Comparison of the characteristic data between recent published cloud point extraction methods and the developed method

Surfactant Metals Preconcentration factor Limit of detection (�g L−1) Method References

Triton X-114 Bi 196 20 Electro thermal AAS [19]
PONPE 7.5 Cd 62 0.560 Cold vapor AAS [20]
Triton X-114 Cd 5 1.0 Flame AAS [21]
Triton X-114 Cd.Ni 52/39 0.31/1.2 Flame AAS [22]
Triton X-114 Cd/Cu/Pb/Zn 57.7/64.3/55.6/63.7 0.099/0.27/1.1/0.095 Flame AAS [23]
Triton X-114 Co 5.8 0,021 Termospray flame AAS [24]
Triton X-114 Co/Ni 57/65 0.24/0.44 Flame AAS [25]
Triton X-114 Ge 200 0.59 Hydride generation AAS [26]
T 0.62/
T 0.12/
O 10
T 2.8/7

r
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m
B
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A
q

riton X-114 Cd/Pb 22/43
riton X-114 Co/Cu 15.9/16.3
P-10 Cu 10
ween 80 Cr/Pb/Cu/Ni/Bi/Cd 10

esults are good agreement with the certificated values except cad-
ium. Relative errors of Cr(III), Pb(II), Cu(II), and Ni(II) are lower

han 6.0%.

.8. Analysis of real samples

The cloud point extraction procedure was applied to the sepa-

ation and determination of Cr(III), Pb(II), Cu(II), Ni(II), Bi(III), and
d(II) in two different tap water samples and tree different min-
ral water samples. The proposed procedure was applied to dried
rushed wheat, a hazelnut and tomato paste samples. The results
ere given in Table 5.

4

t
r

2.86 Flame AAS [27]
0.26 Capillary electrophoresis [28]

Flame AAS [29]
.2/0.4/1.1/0.8/1.7 Flame AAS Presented study

For accuracy of the proposed method, the recovery of studied
etals from water samples spiked with Cr(III), Pb(II), Cu(II), Ni(II),

i(III), and Cd(II) and crushed wheat, hazelnut and tomato paste
amples were also studied. The results tabulated in Tables 6 and 7.
ll elements in tap water samples and mineral water sample was
uantitatively recovered (92.4–109.7%).
. Conclusion

The proposed cloud point extraction method using surfac-
ant as Tween 80 has shown to be an efficient, simple and
apidly separation and preconcentration methodology to deter-
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le. Effect of the extraction procedure was investigated analytical
arameters such as pH, surfactant concentration, incubation tem-
erature and foreign ions. The accuracy of method is assessed
hough recovery experiments and reference materials. Compar-
tive data from recent papers on the cloud point extraction of
ome metal ions are summarized in Table 8. Preconcentration fac-
or of developed method is generally more than small the other
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a b s t r a c t

Enzyme activity and partition behavior in aqueous biphasic systems (ABSs) consisting of ionic liquid (IL)
and salt (IL-ABSs) were investigated to increase our understanding of IL-ABSs and shed light on their appli-
cation potential as enzyme extraction system. With horseradish peroxidase (HRP) as the model enzyme,
several effects of alkylimidazolium chloride–K2HPO4 ABSs on activity and partition behavior of enzyme
were studied including alkyl chain length of ILs and concentrations of each component. High lyotropic ILs
(1-butyl-3-methylimidazolium and 1-ethyl-3-methylimidazolium chloride) and adequate water content
(>40%) were both essential for the activity maintenance of HRP in IL-ABS. 1-Butyl-3-methylimidazolium
chloride ([C4mim]Cl) was found to be an appropriate IL for phase forming and HRP activity retaining. After
optimization of phase condition, about 80% HRP amount was distributed in the IL-rich upper phase, and
Partition

Ionic liquid
Aqueous biphasic system

greater than 90% enzyme activity was obtained. Moreover, compared with the commonly used polymer-
based ABSs, this [C4mim]Cl-ABS has a much lower viscosity, which is very beneficial to the experimental

ested
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operation. Therefore, the t

. Introduction

Ionic liquids (ILs) are sometimes called molten salts with melt-
ng point below 100 ◦C and composed entirely of ionic species. They
ave many fascinating features, such as negligible vapour pressure,
igh stability and widely tuneable properties by pairing different
ations with any of a growing number of anions [1]. Therefore, ILs
ave received attention in recent years as “greener solvents” and
designer solvents” [2].

ILs have been proved to be a kind of very attractive extraction
edia as replacement of volatile organic compounds (VOCs). Effec-

ive extraction of metal ions, small organic compounds and DNA
ith hydrophobic IL–water systems have been reported [3–10].
owever, IL is rarely applied to enzyme extraction. It might be due

o several reasons: most enzymes are hardly soluble in hydrophobic
Ls, causing the extraction process unavailable without extractant
11], while in hydrophilic ILs, inactivation of enzymes were fre-

uently reported [12–14]. Moreover, hydrophilic ILs cannot be used
irectly for the extraction of analytes from aqueous solution due to
heir solubility. It is crucial to obtain both high enzyme activity and
xtraction efficiency for utilizing IL as enzyme extraction media.
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IL-ABS could be considered as a potential enzyme extraction system.
© 2008 Elsevier B.V. All rights reserved.

Aqueous biphasic systems (ABSs) composed of ionic liquid and
alt (IL-ABSs) might be a good choice for solving this problem.
BSs are comprised of two immiscible aqueous phases with vari-
ble concentrations of the solutes. Due to their relatively high
ontent of water and no use of volatile organic compounds, ABSs
re benign to proteins and friendly to environment, and therefore
ave been widely used for extraction and separation of organic
ompounds [15], inorganic ions [16], and biomolecules [17]. How-
ver, traditional ABSs composed of water-soluble polymer and
alt or two incompatible polymers have high viscosity, form an
paque solution, and sometimes interfere with the analysis of ana-

ytes.
In 2003, IL-ABS was firstly reported for recycle, metathesis and

tudy of the distribution ratios of short chain alcohols [18]. In our
revious work, IL-ABS has been successfully applied to the extrac-
ion of steroids from human urine [19] and opium alkaloids from
ericarpium papaveris [20]. Up to now, the preliminary application
f IL-ABS on protein extraction was rarely reported, and the activity
f protein after extraction was not determined [21,22]. Moreover, as
ar as we know, there is no report of enzyme partition or activity in

L-ABS. The investigation of the enzyme activity, stability and par-
ition behavior would be helpful to largely expand its application.

The aim of this work is to increase our understanding of the
nfluence of IL-ABSs on enzyme activity and investigate the enzyme
artitioning in those systems. Horseradish peroxidase (HRP) was
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hosen as the model enzyme, as it is one of the most widely used
nzymes in bioanalysis and has been well-physicochemically char-
cterized. Alkylimidazolium chloride ILs, as the most commonly
sed and inexpensive hydrophilic ILs, were used to form ABSs
ith K2HPO4, which has been reported as phase-forming salt of

L-ABS [19]. The phase-forming abilities of ILs with different alkyl
hains were studied via phase diagrams. The HRP activities in cor-
esponding IL-rich upper phase have been tested to understand
ow the property of IL may influence the enzyme activity. We
lso determined HRP stabilities in IL solutions with various water
ontents, in order to elucidate the water role in enzyme activity
aintenance. Moreover, the partition behaviors and activities of
RP in [C4mim]Cl-ABSs with different concentrations of IL, salt and
nzyme were investigated in detail. Finally, the upper phase viscos-
ty of the [C4mim]Cl-ABS was determined and compared with that
f poly(ethylene glycol) 4000 (PEG4000)-based ABS.

. Experimental

.1. Materials

Horseradish peroxidase (HRP) was acquired from Roche
Basel, Switzerland). Stock solution of HRP was prepared at
0.0 mg/mL in PBS (50 mM potassium phosphate buffer solution
ontaining 100 mM NaCl, pH 7.0) and stored at −20 ◦C. 1-Hexyl-3-
ethylimidazolium chloride ([C6mim]Cl, ≥97.0%) was purchased

rom Aldrich (St. Louis, MO, USA). 1-Ethyl-3-methylimidazolium
hloride ([C2mim]Cl, ≥98.0%), 1-butyl-3-methylimidazolium chlo-
ide ([C4mim]Cl, ≥95.0%,) and 1-methyl-3-octylimidazolium
hloride ([C8mim]Cl, ≥97.0%) were obtained from Fluka (Stein-
eim, Germany). Hydrogen peroxide (30%, guaranteed reagent)
as bought from Beijing Chemicals Plant (Beijing, China). 4-
minoantipyrine was purchased from Shanghai Reagent First
actory (Shanghai, China). Poly(ethylene glycol) 4000 (PEG4000)
as obtained from Tiantai Fine Chemicals (Tianjin, China). All

hemicals were of analytical grade without special description.
eionised water was used for preparation of aqueous solutions.
ll the HRP solutions were prepared and diluted with PBS without
pecial description.

.2. Methods

A U-3010 UV–vis spectrophotometer (Hitachi Instruments Inc.,
itachi, Japan) was employed to accomplish all the absorption
easurements. The viscosity tests were carried out with a RS-300

Thermo Haake, Karlsruhe, Germany) rheometer.

.2.1. Phase diagrams
To a 10-mL graduated test tube containing the solution of 0.5 g

L and 0.2 g water, K2HPO4 was added gradually and the content
as vortexed until turbidity was observed. More water was added

o get a clear one-phase system and then more salt was added again
o form a two-phase system. The cycles for formation of two-phase
ystem were repeated. After every two-phase system or one-phase
ystem was obtained, the mixture was weighed. Then, the phase
iagrams were constructed in terms of the concentrations of IL and
alt (mol/kg) [17].

An empirical mathematical model developed by Merchuk et al.
23] was used to fit the binodal using the following equation:
= M1 exp[(M2x0.5) + M3x3] (1)

he tie lines, which describe the concentrations of IL and salt in
he two phases, were measured with the procedure outlined in
ef. [21]. The water content in IL-rich phase was then calculated

2

o
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y subtracting the IL and salt mass from the total amount of the
pper phase. The water content of the same IL-rich phase was
lso measured with Karl Fisher titration, as a comparison with the
alculation result. A Mettler Toledo DL39 Karl Fisher coulometer
Greifensee, Switzerland) was employed for the titration.

.2.2. Preparation of IL-ABS
After a measured amount (see the following sections in “Section

.2” for details) of IL and K2HPO4 was added into a 10-mL centrifugal
ube, water was added until the total volume reached 5 mL. After
ortexed for 30 s and allowed to stand for 5 min, the mixture turned
nto a clear IL-rich phase (the upper phase) and a salt-rich phase
the lower phase).

.2.3. Activity assay of HRP
The HRP activity was determined by Worthington method [24]

s described below. The substrate solution is mixture of 1.4 mL 4-
minoantipyrine solution (0.50 mg/mL 4-aminoantipyrine includ-
ng 1.6 mg/mL phenol) and 1.5 mL H2O2 (0.006% v/v, in PBS). 0.1 mL
RP solution was added into this 2.9 mL substrate solution. Initial
xidation rate of 4-aminoantipyrine was monitored by the increase
f absorbance at 510 nm. The activity was calculated with the fol-
owing equation:

= A510 × 3
6.58 × mHRP

(2)

is the activity contained in 1 mg HRP with unit of U/mg. A510 is
he increment of absorbance at 510 nm per minute, and mHRP is the

ass of HRP added with unit of mg.
In the following experiments and discussions, the activity of the

xtracted HRP was expressed by the relative activity (Ur, %) which
as defined as the following equation:

r (%) = Ue

Un
× 100 (3)

e (U/mg) is the activity of HRP in the tested media (IL-rich phases
r aqueous solutions of IL), and Un (U/mg) as reference is the activity
f HRP dissolved in PBS with the same concentration.

To investigate the effect of ILs on HRP activity, ABS composed of
L (0.2 g [C4mim]Cl, [C6mim]Cl, [C8mim]Cl, or 0.4 g [C2mim]Cl) and
.5 g K2HPO4 with total volume of 5.0 mL was prepared. The upper
hase of the ABS was withdrawn by a syringe, and subsequently
0 �L HRP solution (50 �g/mL) was added into it. The mixture was

ncubated at 25 ◦C for 30 min, and then diluted to 1.0 mL. The activ-
ty of HRP after incubation was determined. The relative activity
as calculated.

The reaction kinetic profiles were prepared with the same
rocess including incubation and activity test, except that the con-
entration of substrate solution was 1/10 of that for activity assay.
he absorption at 510 nm was plotted as kinetic profile.

.2.4. Evaluation of HRP stability
50 �L HRP (40 �g/mL) was added into [C4mim]Cl/water mix-

ures to obtain solutions with water content of 20, 30, 40 and 50%
w/w), respectively. These solutions were incubated at 25 ◦C for
.5, 1–8 h, and then diluted to 1.0 mL. The HRP activities in these
olutions were determined. The stability was evaluated from Ur

fter different incubation time. The HRP stability in upper phase of
L-ABS (composed of 0.2 g [C4mim]Cl and 3.5 g K2HPO4 with total
olume of 5.0 mL) was tested following the similar procedure.
.2.5. Determination of HRP partition
The partition behavior of HRP was studied in ABSs composed

f [C4mim]Cl and K2HPO4. IL, K2HPO4, and HRP were added to a
0-mL graduated tube, and then the mixture was diluted by water
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o 5.0 mL. After the ABS formed clearly, the upper phase was com-
letely removed by a syringe into a 2 mL centrifugal tube and then
iluted by water to 1.0 mL for activity and concentration determi-
ation. The blanks were prepared with the identical ABSs without
RP.

To minimize the interference of IL, the first derivative spectra
ere used for the determination of HRP in ABS, and the measure-
ent was carried out at 414 nm with the corresponding blank as

eference. The HRP mass in upper phase was obtained from calibra-
ion curve. Then, the distribution ratio of HRP in the upper phase
Wu, %) was calculated with Wu = mu/ms, where ms is the amount
f HRP added, mu is the amount of HRP distributed into the IL-rich
pper phase.

.2.6. The upper phase viscosity
The IL-ABS was composed of 4.8 g IL, 56 g K2HPO4 and water

o a total volume of 80 mL. The polymer-based ABS was prepared
ith the same composition and concentration except that IL was

eplaced by PEG4000. All the upper phase viscosities were tested
t 25 ◦C.

. Results and discussion

.1. Phase-forming abilities of alkylimidazolium chloride ILs

Phase diagrams of IL–K2HPO4 systems based on three alkylimi-
azolium chloride ILs with different alkyl groups were determined
hrough cloud point titration at 25 ◦C. It was shown in Fig. 1
hat with the same salt concentration, ABS formation required
igher concentration of IL in [C4mim]Cl/K2HPO4 system than
hat in 1-hexyl-3-methylimidazolium chloride ([C6mim]Cl) or 1-

ethyl-3-octylimidazolium chloride ([C8mim]Cl) system. With a
igher concentration of K2HPO4 than that in [C4mim]Cl system,
-ethyl-3-methylimidazolium chloride ([C2mim]Cl) can also form
BS. Unfortunately, in the [C2mim]Cl system with the minimum
2HPO4 concentration for turbidity formation, the clear phase
eparation cannot be observed, so its phase diagram cannot be
etermined by the cloud point titration method. Therefore, the
hase-forming abilities of alkylimidazolium ILs are in the order of

C8mim]Cl ≈ [C6mim]Cl > [C4mim]Cl > [C2mim]Cl.

The phase-forming abilities of ILs might be related to their
haotropicities. The weakly hydrated ions are usually called
haotropic ions [25]. According to Rogers and coworkers [26], those
Ls which can form IL-ABSs more easily with phase-forming salt

Fig. 1. Phase diagrams of alkylimidazolium chloride–K2HPO4 systems.
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Fig. 2. Tie lines of [C4mim]Cl–K2HPO4 ABS.

e.g. K2HPO4) are more chaotropic. Therefore, it can be inferred that
he chaotropicity of IL increases from [C2mim]Cl to [C8mim]Cl. The
ncrease of chaotropicities with the alkyl chain length could be due
o the increase of charge shielding on imidazolium cation.

Four tie lines of [C4mim]Cl-K2HPO4 ABS were shown in Fig. 2.
oints on one tie line represent ABSs having the same upper phase
nd lower phase composition, with different phase volumes.

.2. Influence of disperse medium: HRP activity and stability in
L-ABSs

It has been reported that pure IL, as a disperse medium, usually
trongly affected the enzyme structure and consequently caused
nzyme inactivation [12,13,27]. In IL-ABS, the disperse medium of
nzyme is the aqueous solution of IL, and water also played an
mportant role in the enzyme activity maintenance. In the following
iscussion, both the IL property and water content in the disperse
edium were considered as the key factors influencing enzyme

ctivity.

.2.1. HRP activities in ABSs based on ILs with different lyotropies
HRP activities in IL-ABSs based on four alkylimidazolium chlo-

ide ILs were studied. In PBS and the IL-rich upper phases of
C2mim]Cl, [C4mim]Cl, [C6mim]Cl and [C8mim]Cl-based ABSs, the
RP activity was 251, 265, 256, 114 and 40 U/mg, respectively.
he reaction kinetic profiles were also determined by monitor-
ng the increase of absorbance during the reaction process under
he catalysis of HRP. As shown in Fig. 3, the inactivation of HRP
ccurred obviously in the upper phase of [C6mim]Cl or [C8mim]Cl
ystem, while HRP activity was satisfactorily maintained in that of
C2mim]Cl or [C4mim]Cl system.

These differences amongst ILs in abilities in maintaining
nzyme activity could be explained from their different lyotropies.
Lyotropy” is a special physicochemical property of ion, which
eans the ability to stabilize the quaternary structure of proteins.

t is related to the chaotropicity of an ion. For cations, the ions with
igh chaotropicities are generally low in lyotropy [28]. As inferred

rom their phase-forming abilities, [C mim]+ and [C mim]+ are
6 8
ore chaotropic and therefore less lyotropic than [C2mim]+ and

C4mim]+. Hence, [C6mim]+ and [C8mim]+ disrupted the protein
tructure more seriously, and consequently caused in the obvious
nactivation of HRP in the corresponding ABSs.
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Fig. 3. Influence of alkylimidazolium chloride-ABS on HRP activity.

In order to choose a proper IL for aqueous biphasic extraction of
RP, both the phase-forming ability and the enzyme activity preser-
ation should be considered. As discussed above, more chaotropic
Ls can form ABSs at a lower concentration, while less chaotropic
Ls benefit the enzyme activity maintaining in the extraction pro-
edure. Considering those two aspects, we chose [C4mim]Cl as the
BS-forming IL for partition of HRP in the following study. In the

C4mim]Cl-K2HPO4 ABS, the activity of HRP can be satisfactorily
aintained in the period of test as demonstrated below.

.2.2. The crucial role of water in the maintenance of HRP
tabilities

Enzyme inactivation in the same IL ([C4mim]Cl) with lower
r no water content were reported [12,27]. Compared with those
esults, the avoidance of enzyme inactivation in some IL-ABSs may
e attributed to the higher content of water. To support this point,

e investigated the HRP stabilities in [C4mim]Cl solution with dif-

erent water contents and the upper phase of [C4mim]Cl-K2HPO4
BS (0.2 g IL, 3.5 g K2HPO4, with total volume of 5.0 mL). As shown

n Fig. 4, in IL with 20% water, HRP became totally inactive within
.5 h, and a fast inactivation of HRP also occurred in the IL with 30%

ig. 4. HRP stability in [C4mim]Cl-ABS and [C4mim]Cl solutions with different water
ontents.
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ig. 5. Influence of IL mass on Wu (a) and Ur (b). IL-ABSs were composed of 3.6 g
2HPO4, 0.2 mg HRP and certain mass of IL shown in the figure and diluted by water

o 5.0 mL.

ater. Whereas, in IL with 40% or 50% water, the results were opti-
istic: relative activity (Ur) varied little (90–110%) during the tested

ime of 8 h. The same stability of HRP was observed in the upper
hase of [C4mim]Cl–K2HPO4 ABS. With the procedure outlined in
Phase diagrams”, the water content of the IL-ABS upper phase
as calculated to be 42%. This calculated water content is accor-
ant to that obtained with Karl Fisher titration (46%, R.S.D. = 3.0,
= 3). Obviously, the HRP stability in the upper phase of IL-ABS

s close to that in IL solution with very similar content of water,
hich well supports the view about the water role in HRP stability
aintenance.
Hydrogen binding between IL and enzyme was considered as the

ey factor that causes the unfolding of protein structures in IL [13].
ortunately, water molecules can form hydrogen bound with IL, and
onsequently affect the bulk properties of IL [29]. From the result
f our experiment, we can infer that water molecules could protect
he enzyme structure by forming hydrogen bound with IL instead
f enzyme. The protecting effect of water grows with its content in
L solution, until the hydrogen binding was totally weakened and
RP stability loss is completely avoided. The relatively high amount
f water in IL-ABS is necessary for keeping enzymatic stability of
RP. That might be an essential merit of IL-ABS for bimolecular
xtraction.

.3. Partition behavior and activity of HRP in [C4mim]Cl–K2HPO4
BS

The satisfactory activity maintaining and partition behavior
f enzyme are required for the potential application of the IL-
ased ABS to enzyme extraction. In ABS composed of [C4mim]Cl
nd K2HPO4, both higher relative activity (Ur) of HRP and higher
istribution ratio of HRP in the upper phase (Wu) with less IL con-
umption were considered to obtain the optimal condition.

All Wu or Ur values were obtained from triplicate determinations
nd shown with error bars indicating the standard errors.

The effects of IL mass on Wu and Ur values were investigated in
.0 mL IL-ABSs composed of 3.6 g K2HPO4, 0.2 mg HRP and IL (0.20,
.25, 0.30, 0.35 and 0.40 g, respectively), as shown in Fig. 5. When
.23-0.33 g IL was used, the Wu values reached 80-85%, indicating

hat an adequate IL mass is needed to get a high Wu. Ur values can be

aintained satisfactorily (100–130%) within a wide IL mass range
f 0.2–0.4 g.

The influence of K2HPO4 concentration on the Wu and Ur val-
es of HRP in ABS was also investigated. Here, 0.3 g IL, 0.2 mg HRP
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ig. 6. Influence of K2HPO4 mass on Wu (a) and Ur (b). IL-ABSs were composed of
.3 g IL, 0.2 mg HRP and certain mass of K2HPO4 shown in the figure and diluted by
ater to 5.0 mL.

nd K2HPO4 (3.5, 3.8, 4.0, 4.2 and 4.5 g, respectively) were used for
BS formation. It can be seen in Fig. 6, with the increase of salt
ass, Wu kept almost constant initially within 3.5–4.0 g salt, then

ncreased to the maximum value when 4.2 g salt was used, and
nally decreased obviously after that. While Ur values kept almost
onstant when the salt mass was 3.5–3.8 g, and then decreased
onsiderably. It can be inferred that high-salt concentration causes
trong salting-out effect, which benefits the partition of HRP into
he upper phase. But meanwhile, the upper phase becomes more
haotropic, affecting the stability of enzyme structure, and conse-
uently induces the decrease of activity and distribution ratio of
nzyme.

With the optimal amount of IL (0.3 g) and K2HPO4 (3.6 g), the
nfluence of HRP amount on its partition behavior was further stud-
ed. Within 0.1–0.5 mg, HRP mass did not affect Wu or Ur obviously
see Fig. 7), which provided a relatively wide range of enzyme con-
entration for its extraction.

Therefore, the optimal ABS were composed of 0.3 g [C4mim]Cl,
.6 g K2HPO4 and suitable amount of water with a total volume of
.0 mL. The upper phase volume of this system was about 0.5 mL.

nder this condition, the Wu was about 80% with well-retained
ctivity (Ur > 90%).

ig. 7. Influence of HRP mass on Wu (a) and Ur (b). IL-ABSs were composed of 0.3 g
L, 3.6 g K2HPO4 and certain mass of HRP shown in the figure and diluted by water
o 5.0 mL.
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.4. Comparison of the upper phase viscosities of
C4mim]Cl–K2HPO4 and PEG4000–K2HPO4 ABS

The efforts required for phase equilibrium and upper phase
emoval highly depend on the viscosity of the upper phase. It
as tested that the viscosity of the upper phase of [C4mim]Cl-
ased IL-ABS was 4.12 mPa s, which was much lower than that of
EG4000-based ABS (79.6 mPa s). Obviously, the IL-ABS has a much
ower viscosity than the traditional polymer-ABS. This unique char-
cter makes IL-ABS much easier to handle in several ways. For
xample, centrifugation is not needed for phase separation, and
he upper phase can be drawn more easily. This is a significant
mprovement compared with the traditional polymer-ABSs.

. Conclusion

In summary, we have systematically studied the activity and
artition behavior of HRP in aqueous biphasic system consisting of
lkylimidazolium chloride ionic liquid and salt for the first time.
he chaotropicity of IL promotes phase forming, while its lyotropy
s beneficial to enzyme activity maintaining. It is very important
o consider both those properties when choosing proper IL-ABS as
xtraction system. Under the optimal conditions, HRP activity in
C4mim]Cl–K2HPO4 ABS was proved to be stable in the test period,
hich could be attributed to the high content of water.

The [C4mim]Cl-ABS was benign to the model enzyme and rela-
ively friendly to environment because of its high content of water
nd avoidance of organic solvents. Moreover, it is less expensive
ompared with IL–water systems, due to the usage of relatively
ow-cost hydrophilic IL and less consumption of IL. In the optimized
C4mim]Cl–K2HPO4 ABS, more than 80% HRP distributed into the
pper phase with satisfactorily retained activity. Additionally, the
pper phase viscosity of [C4mim]Cl–K2HPO4 ABS was proved to
e much lower than that of polymer based ABS, which facili-
ates the phase equilibrium and separation. If IL can be removed
onveniently from the enzyme solution via a suitable method, IL-
BSs would be an effective alternative for enzyme extraction of

raditional solvent extraction system or polymer-based ABSs. The
unable structures of ILs [30] and the controllable concentrations
f phase-forming compounds will provide designable IL-ABSs as
emand.
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The improvement of sensitivity and differentiation in rapidly identifying a small amount of mycobacteria
in sputum has significant implications for reducing tuberculosis transmission. We previously applied the
conventional PCR and capillary electrophoresis (CE) to establish the restriction fragment length polymor-
phism (RFLP) pattern of mycobacterial 65-kDa heat shock protein (hsp65) gene from colony specimens.
However, the previous analysis did not provide enough sensitivity for sputum specimens in which the lim-
itation of analysis might be hindered by PCR inhibitors and primer-dimers formation during amplification.
apillary electrophoresis
eat shock protein 65
ycobacterium tuberculosis

oisson distribution
ingle-molecule detection

In the current study, nested PCR (nPCR) had been redesigned for PCR-RFLP analysis (PRA) of mycobacterial
hsp65 gene using CE. The results show both Mycobacterium tuberculosis complex and mycobacteria other
than tuberculosis could be identified in the presence of PCR inhibitors. The interference due to primer-
dimers was also minimized. Based on the Poisson distribution, the repeatability of single DNA molecule
detection was greatly affected by sampling probability and might be improved significantly by increasing
the sample loading. The PRA using nPCR and CE is not only able to detect the individual mycobacterial

tentia
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DNA molecule but also po

. Introduction

Reduction of Mycobacterium tuberculosis (MTB) transmission is
n important issue. One-third of the global population is believed
o be infected with bacteria of the M. tuberculosis complex, the
ausative agent of tuberculosis. More than 8 million new cases
f tuberculosis occur annually leading to 2 million deaths [1]. In
ddition, the mycobacteria other than tuberculosis (MOTT) also
ause human diseases and are crucial to be correctly identified
ecause of differences in antimicrobial susceptibility [2]. For rapid

dentification of MTB and MOTT, a wide-range of nucleic acid

mplification tests has been developed. Several of them based
pon species-specific probes are commercially available, including
CR-based Amplicor (Roche), transcription-mediated amplification
Gen-Probe), strand displacement amplification (Becton Dickin-
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∗∗ Corresponding author at: Mackay Medicine, Nursing and Management College,
aipei, Taiwan, ROC. Tel.: +886 910014300; fax: +886 225433638.
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lly differentiate the species.
© 2008 Elsevier B.V. All rights reserved.

on), and ligase-chain reaction (Abbott) [3–6]. So far, limited
umbers of identifiable species and high-cost of probe-based meth-
ds have restricted their routine use for clinical specimens. On
he other hand, many endonuclease-based methods without costly
robes have also been proposed for differentiating mycobacterial
pecies [7–9]. These non-probe methods utilize enzymatic diges-
ion of amplified genetic products and electrophoretic separation
o obtain the restriction fragment length polymorphism (RFLP)
attern. Such a diagnostic algorithm, known as PCR-RFLP analysis
PRA), remains cumbersome and requires two or more restric-
ion endonucleases to achieve a higher discriminatory power. Up
o now, the sensitivity and specificity of both probe and non-
robe methods are still insufficient to detect and differentiate
low copy number of DNA or a small amount of mycobacteria

10,11].
Capillary electrophoresis (CE) with laser-induced fluorescence

as become a powerful analytical tool for bio-analysis mainly due

o its high sensitivity, excellent efficiency, rapidity, less sample
equirement, and thus, toward to system biology [12,13]. In the
revious studies, our team demonstrated the performance of CE
hat could be applied to clinical microbiological diagnosis [14,15].
owever, the PRA using conventional PCR and CE did not pro-
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ide enough sensitivity for specimens directly from clinical isolates
uch as sputum. The limitation of analysis of sputum might be
esulted from the presence of PCR inhibitors and primer-dimer
ormation during amplification. In the current study, nPCR had
een re-designed for the PRA using CE in the presence of elec-
roosmotic flow [16,17] to improve the sensitivity and specificity.
he sampling impacts of identifying individual mycobacterial DNA
ere carefully estimated by rational explanation. The performance

f this analysis, including the limit of detection, specificity of
FLP, and interferences by PCR inhibitors and primer-dimers, were
valuated for a limited number of specimens from colonies and
putum.

. Materials and methods

.1. Specimens and DNA preparation

We studied three mycobacterial strains, M. tuberculosis (ATCC
0709) from the American Type Culture Collection (Rockville, MD),
ycobacterium heckashorne (CCF 21) and Mycobacterium celatum

CCF 56); the latter two were from the culture collection of clinical
icrobiology section of Cleveland Clinic, Cleveland, OH, USA, and

ad been previously characterized using DNA sequencing. A loop
rom each cultured strain was suspended in 500 �L of TE buffer
10 mM Tris–HCl, 1 mM EDTA, pH 8.0) and inactivated by boiling
or 10 min. The boiled specimen of M. tuberculosis was subjected
o DNA extraction by Qiagen mini DNA purification kit (Gentra
ystems, MN, USA) according to the manufacturer’s instructions.
he DNA concentration was determined using a Beckman DU-
60 UV–vis spectrophotometer (Fullerton, CA, USA). For testing the

nterference of inhibitors, we did not treat the boiled specimens of
. heckashorne and M. celatum with DNA extraction. Nine spec-

mens of sputum positive for acid-fast bacilli (AFB) collected at
he department of laboratory medicine, Mackay Memorial Hos-
ital, Taipei, Taiwan were also analyzed. All sputum specimens
ere digested with N-acetyl-l-cysteine and decontaminated with
% NaOH. Each specimen was then concentrated by centrifugation
3000 × g) before examination by Kinyoun stain and microscopy.
he interpretation of AFB smear was scored as follows [18]. The
cores 4+, 3+, 2+, and 1+, indicated >9 AFB per field (1000×),
–9 AFB per field, 1–9 AFB per 10 fields, and 1–9 AFB per 100
elds, respectively. Aliquots of sputum specimens were inoculated

n both liquid (BACTEC MGIT 960, Becton Dickinson Bioscience,
parks, MD) and solid (Löwenstein–Jensen) culture medium for
he isolation and identification of mycobacteria. Identification at

he species level was done by classical biochemical tests and fur-
her confirmed by DNA sequence analysis. Meanwhile, duplicate
liquots of sputum specimens were subjected to DNA extraction
ollowed by PRA with CE (PRACE). The analytical laboratory per-
orming CE was blinded with respect to the results of AFB smear and
ulture.

t
a
c
r
s
I

able 1
rimers and thermocycles designed for conventional and nested PCR

rimers Therm

elenti primers of conventional PCR 40 cyc
Tb11 5′-ACCAACGATGGTGTGTCCAT-3′ 95 ◦C
Tb12 5′-CTTGTCGAACCGCATACCCT-3′ 6 min

xternal primers of nested PCR 40 cyc
Tb-ExF 5′-CCCCACGATCACCAACGATG-3′ 95 ◦C
Tb-ExR 5′-CCGAGATGTAGCCCTTGTCGA-3′ 6 min

nternal primers of nested PCR 40 cyc
Tb-InF 5′-ACCAACGATGGTGTGTCCATCGCCAAG-3′ 95 ◦C
Tb-InR 5′-CTTGTCGAACCGCATACCCTCGGTGAG-3′ 6 min
77 (2008) 182–188 183

.2. PCR amplification and enzymatic digestion

All specimens were investigated by using traditional PCR and
PCR for comparison. PCR mixtures contained 2.5 �L of 10× buffer
oncentrate, 0.4 �M (each) primer, 200 �M concentrations of each
f four dNTPs, 1.0 unit of FastStart Taq DNA polymerase (Roche,
ndianapolis, IN), and 1 or 10 �L of the DNA template (extracted
rom colonies or sputum) in a final volume of 25 �L. Amplifica-
ion primers previously reported by Telenti et al. (Tb11 and Tb12)
ere chosen for traditional PCR [19]. The primers and other opti-
izations were redesigned for the nPCR protocol (Table 1). The

xternal primers (Tb-ExF and Tb-ExR) were modified from the
rimers (M1 and M4) as reported by Bascunana and Belak [20].
hermocycling of reaction mixtures was performed in a model
700 Thermocycler (PerkinElmer—Applied Biosystems, USA) pro-
rammed for 40 cycles (30 s at 95 ◦C, 30 s at 60–68 ◦C, 60 s at
2 ◦C) and followed by a 7-min incubation at 72 ◦C (Table 1).
ithin the mycobacterial genome, a target of 461 bp fragment
as amplified with external primers in first PCR of nPCR. Then,
�L out of 25 �L PCR products was transferred into a new reac-

ion tube for second PCR of nPCR using internal primers. The
nternal primers (Tb-InF and Tb-InR) were elongated to 27 bp and
nnealed to the same locations from 5′ position of heat shock
rotein 65 (hsp65) gene as those by Telenti primers (Tb11 and
b12). The size of nPCR products of hsp65 gene that confirmed
y sequencing were 441 bp (MTB and M. celatum) or 442 bp (M.
eckashorne and Mycobacterium abscessus), respectively. Amplifi-
ation products were then digested with restriction endonuclease
aeIII (Roche, Indianapolis, IN, USA). Thus 5 �L of the amplified

eaction solution was added to a mixture containing 0.2 �L of
nzyme (2 units), 2.5 �L of restriction buffer (10×), and 17.3 �L
f sterile distilled water. The mixtures were incubated for 60 min
t 37 ◦C for HaeIII digestion. We used a reference strain of MTB
s positive control and healthy human genomic DNA as negative
ontrol. In no case were contaminations due to the transfer of
CR products into a new reaction tube observed. To examine the
apability of single-molecule detection, we prepared mycobacte-
ial DNA templates to the equivalent content of one bacillus by
erial dilution with ribonuclease-free water (Invitrogen, Carlsbad,
A, USA).

.3. Separation of PCR products by agarose gel electrophoresis
nd capillary electrophoresis

Undigested amplified reaction mixtures, 10 �L from conven-
ional PCR or 2 �L from nPCR, were loaded in each well for 3%

garose gel electrophoresis. The gel was prepared in 0.5× TAE buffer
ontaining 0.5 �g/mL ethidium bromide and the separation was
un at 8 V/cm under ambient temperature. After electrophoretic
eparation, the band pattern was observed and demonstrated by
mageMastes recorder of Amersham Pharmacia Biotech (Piscat-

ocycles

les
95 ◦C 60 ◦C 72 ◦C 72 ◦C
30 s 30 s 60 s 7 min

les
95 ◦C 61 ◦C 72 ◦C 72 ◦C
30 s 30 s 60 s 7 min

les
95 ◦C 68 ◦C 72 ◦C 72 ◦C
30 s 30 s 60 s 7 min
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primer-dimers seen in the first PCR using external primers (Fig. 2A)
are no longer observed in the second PCR using internal primers
(Fig. 2B–E). The disappearance of primer-dimers is partially due to
a 25-fold dilution of the first PCR products which contribute a much
higher product/primer ratio for the second PCR amplification. The
84 P.-L. Chang et al. / Ta

way, NJ). We considered the band located within 400–500 bp
ange as hsp65 gene product.

Amplicons and digested restriction fragments were analyzed
y CE with laser-induced fluorescence using poly(ethylene oxide)
PEO) solution in the presence of electroosmotic flow. PEO with
he molecular weight of 8,000,000 g/mol was purchased from
igma–Aldrich (St Louis, MO, USA). Briefly, a high-voltage power
upply (Gamma High Voltage Research Inc., Ormond Beach, FL)
as used to drive electrophoresis. The entire detection system was

nclosed in a black box with a high-voltage interlock. The high-
oltage end of the separation system was put in a laboratory-made
lexiglass box for safety. A 5.0-mW solid laser with 532 nm out-
ut from Uniphase (Mantence, CA, USA) was used for excitation.
he light was collected with a 10× objective (numerical aper-
ure = 0.25). One RG 610 cut-off filter was used to block scattered
ight before the emitted light reached the phototube (Hama-

atsu R928). The amplified currents were transferred directly
hrough a 10-k� resistor to a 24-bit A/D interface at 10 Hz (Borwin,
MBS Developments, Le Fontanil, France) and stored in a personal
omputer. Bare fused-silica capillaries (Polymicro Technologies,
hoenix, AZ, USA) with an internal diameter of 75 �m were used
or DNA separations without any further coating process. The cap-
llary length was 40 cm and the length from the injection end to
he detector was 30 cm. Anodic and cathodic vials were filled with
.5% PEO solution that was prepared in 100 mM Tris–boric acid
uffer (pH 9.0) containing 25 �g/mL ethidium bromide (Pharma-
ia Biotech, Sweden). A capillary was filled with 1.5 M Tris–boric
cid buffer (pH 10.0) and then the DNA specimen was introduced
rom the inlet (anodic) end of the capillary by hydrodynamic injec-
ion at 30-cm height (the difference between the specimen vial

nd the cathodic vial) for 10 s. During the separation at 20 kV,
eutral PEO molecules entered the capillary from the anodic end
ia electroosmotic flow. The DNA fragments migrating against
lectroosmotic flow entered PEO solution and were separated

ig. 1. CE of conventional PCR products using Telenti primers and MTB DNA tem-
lates in the amounts of 0.5 ng (A), 50 pg (B), 5 pg (C), and 0.5 pg (D). The inserts are
orresponding RFLP patterns of 441-bp hsp65 gene after enzymatic digestion.

F
(
b
g
e
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ccording to the sieving mechanism at ambient temperature and
ressure.

. Results and discussion

.1. Comparison of the primer-dimer interference between
onventional PCR and nested PCR

In order to assess the reduction of primer-dimers and the supe-
ior sensitivity of RFLP by the implementation of in PRACE, we
imultaneously performed conventional PCR (Fig. 1) and nPCR
Fig. 2) amplifying mycobacterial hsp65 genes for comparison. As
he capillary electrophoregrams demonstrate, conventional PCR
sing Telenti primers require at least 5 pg of MTB DNA template
o generate a 441-bp hsp65 gene peak (Fig. 1C). Furthermore, it
equires no less than 50 pg of MTB DNA template to obtain a
ull-range RFLP pattern (Fig. 1B). The formation of primer-dimers
ecomes obvious while MTB DNA templates less than 50 pg are
pplied (Fig. 1C and D). In contrast, nPCR is able to yield taller hsp65
ene peaks and distinguishable species-specific RFLP patterns even
ith 5 fg of MTB DNA template (Fig. 2E). With enough PCR cycles

21], the heights of nPCR hsp65 gene peaks remain almost identical
egardless of declining MTB DNA template amounts (Fig. 2B–E). The
ig. 2. CE of final nPCR products using MTB DNA templates in the amounts of 5 pg
B), 0.5 pg (C), 50 fg (D), and 5 fg (E). The first PCR with external primers yields 461-
p gene products (A). The second PCR with internal primers generate 441-bp hsp65
ene products (B–E). The inserts are corresponding RFLP patterns of hsp65 gene after
nzymatic digestion.
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ig. 3. CE of M. heckashorne (A–E) and M. celatum (F–J): conventional PCR products
nd G), the nPCR products (C and H), RFLP patterns of conventional PCR products (D

◦C increase of the second PCR annealing temperature also dimin-
shes interactions between external and internal primers. Thus, as
ompared with conventional PCR, the implementation of nPCR not
nly avoids the interference of primer-dimers but also makes PRA
0,000 times more sensitive without losing specificity of RFLP pat-
ern.

.2. Comparison of the PCR inhibitor interference between
onventional PCR and nested PCR

Unlike the existence of numerous bacilli in the cultured spec-
mens, direct clinical isolates such as sputum frequently contain

erely a few mycobacteria and sometimes inhibitors that inter-
ere with the performance of PCR. Various attempts have been

ade to reduce PCR inhibition in diagnostic tests [22]. For res-
iratory and non-respiratory specimens studied by Böddinghaus
t al. [23], the overall inhibition rate of PCR using Amplicor kit
as 12.5% which could be reduced to 1.1% with the addition of

ilica membrane DNA purification. During previous RFLP study of
ultiple cultured mycobacteria, we found two specimens of M.

eckashorne and M. celatum exhibiting potent inhibition of con-
entional PCR when the specimens were not treated with DNA
xtraction. Fascinatingly, the replacement of conventional PCR
ith nPCR can overcome the interference of inhibitors. As shown

y capillary electrophoregrams, conventional PCR products of M.

eckashorne and M. celatum contain tiny or small peak of hsp65
ene (Fig. 3A and F). Coexistence of remarkable primer-dimers
s also noted. The presence of inhibitors in both specimens is
ndicated by the poor enhancement of hsp65 gene peak follow-
ng 50 pg spike of MTB DNA (Fig. 3B and G). When analyzed by

j
p
o
(
5

d F), poor enhancements of hsp65 gene peaks following 50 pg spike of MTB DNA (B
), RFLP patterns of nPCR products (E and J).

PCR in contrast to conventional PCR, the formation of primer-
imers and the inhibition of amplification disappear as evidenced
y a solitary and sharp hsp65 gene peak of 10-fold more height
Fig. 3C and H). After the enzymatic digestion, RFLP patterns of
onventional PCR products are unrecognizable (Fig. 3D and I).
n the contrary, RFLP patterns resulting from nPCR products are
nambiguous and species-specific (Fig. 3E and J). The above exam-
les of cultured MOTT demonstrate that mycobacteria could be

dentified without DNA extraction or even in the presence of
nhibitors.

.3. Sampling effect in identifying individual mycobacterial DNA
olecule

Nested PCR is a more efficient approach towards identifying
low copy number of DNA and has been applied for the molec-

lar diagnosis of tuberculosis [3–6]. Recently, Lu et al. modified
his approach and proved its ability for the analysis of single
NA molecule, so called single-molecule PCR [24]. During single-
olecule PCR, the single DNA molecule as a template is picked up

y atomic force microscopy tips [24] or prepared by serial dilution
25,26]. To examine the capability of single-molecule detection, we
onduct nPCR of hsp65 gene using MTB DNA templates of follow-
ng concentrations and volumes: 50 fg/�L × 1 �L, 5 fg/�L × 1 �L,
nd 0.5 fg/�L × 10 �L. For each preparation, 16 aliquots are sub-

ected to nPCR for three times. The probability of nPCR gene
roduction is evaluated by the presence of hsp65 gene bands
n 3% agarose electrophoretic gels. For 50 fg/�L × 1 �L aliquots
Fig. 4A), the probability reaches 100% (16/16, 16/16, 16/16). For
fg/�L × 1 �L aliquots (Fig. 4B), the probability ranges from 25 to
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ig. 4. Probabilities of nPCR gene production using MTB DNA templates prepared
n 50 fg/�L × 1 �L (A), 5 fg/�L × 1 �L (B), and 0.5 fg/�L × 10 �L (C). Single-molecule
NA templates (B and C) are prepared by serial dilution. The final nPCR products are

hown by the presence of hsp65 gene bands on 3% agarose electrophoretic gels.

8.8% (4/16, 8/16, 11/16). For 0.5 fg/�L × 10 �L aliquots (Fig. 4C),
he probability varies from 18.8 to 56.2% (3/16, 6/16, 9/16). Since
he molecular weight of MTB DNA is 2.65 × 109 Da [27], the
NA molecule in one bacillus averages 4.4 fg [28]. Theoretically,
TB DNA prepared in 50 fg/�L × 1 �L (Fig. 4A), 5 fg/�L × 1 �L

Fig. 4B), and 0.5 fg/�L × 10 �L (Fig. 4C) aliquots approxi-

ate those from 10 bacilli/�L × 1 �L, 1 bacillus/�L × 1 �L, and

00 bacilli/mL × 10 �L, respectively. Although equivalent amounts
f DNA aliquots are not exactly the same as those of intact bacilli, it is
nteresting enough to have an estimate of detectable mycobacterial
oncentration based upon above findings.

i
o
p
n
fi

able 2
omparison of results between AFB smear, culture, nPCR, and sequencing analysis for ide

pecimen No. AFB smear Culture

1+ M. fortuitum
1+ No growth
1+ M. abscessus
1+ M. chelonae
2+ M. fortuitum
2+ M. tuberculos
2+ M. tuberculos
3+ M. abscessus
3+ M. tuberculos
77 (2008) 182–188

The probability of PCR amplification for detecting single DNA
olecule could be calculated according to the equation of Poisson

istribution.

(x; �) = �x e−�

x!
, x = 0, 1, 2, . . .

� is the average number of template molecules before amplifi-
ation, and x is an occurrence in a certain volume. If the average
umber of template molecules before amplification were 1, the
robability of successfully taking DNA occurrences per micro-

iter is 63.2%. Assuming that each single-molecule PCR reaction
ad a successful amplification, the sampling probability of single-
olecule detection can be deduced by Poisson distribution [25].

ince the average number of template molecules before ampli-
cation is 1.14 (5 fg versus 4.4 fg), the probability of successfully
aking DNA occurrences per microliter is 68.0%. Our probabili-
ies for DNA molecule detection in one bacillus, 25–68.8% and
8.8–56.2%, are lower than Poisson distribution. The differences
ould be resulted from null sampling with single DNA molecule
dsorbed on the surface of pipette tip. It may also due to ineffi-
ient amplification with only a few templates [25]. Thus, our nPCR
esults of probability indicate that all specimens with concentration
f 10 bacilli/�L are detectable. For specimens with concentration of
bacillus/�L, the rate of detection is 25–68.8%. For specimens con-

aining 100 bacilli/mL, the detection rate is 18.8–56.2% with 10 �L
xamined. Such a detection limit is much more sensitive than that
f acid-fast bacilli smear (5000–10,000 bacilli/mL), and may reach
he upper limit of sensitivity of culture method (10–100 bacilli/mL)
25].

.4. Identification of the mycobacterium species from sputum

In the present study, we chose nine AFB-positive sputum
pecimens labeled from No.1 to No.9 and analyzed them with con-
entional PCR and nPCR for comparison. Before amplification, all
putum specimens had been treated with QIAamp DNA Mini Kit.
he presence of amplification products were then demonstrated
y 3% agarose electrophoretic gels. In PRA using conventional PCR
Fig. 5A), obvious formation of primer-dimers was noted. While
RA adopting nPCR (Fig. 5B), hsp65 gene bands became brighter
nd primer-dimers formation disappeared. Among nine specimens,
o.5 fails to generate hsp65 gene band in PRA using conventional
CR, but it has remarkable hsp65 gene products when analyzed
ith nPCR. As shown by capillary electrophoregrams, conventional

CR products of specimen No.5 separated by CE reveals a tiny 442-
p hsp65 gene peak and some primer-dimers formation (Fig. 6A).
he primer-dimers usually interfere with RFLP patterns by generat-

ng unrecognizable peaks after enzymatic digestion. The presence
f inhibitors is indicated by the poor enhancement of hsp65 gene
eak following 50 pg spike of MTB DNA (Fig. 6B). When analyzed by
PCR, the formation of primer-dimers and the inhibition of ampli-
cation vanish as evidenced by a single 10-fold taller hsp65 gene

ntification of mycobacteria in sputum

nPCR Sequencing

M. chelonae M. chelonae
M. tuberculosis M. tuberculosis
M. chelonae M. chelonae
M. chelonae M. chelonae
M. abscessus M. abscessus

is M. tuberculosis M. tuberculosis
is M. tuberculosis M. tuberculosis

M. chelonae M. chelonae
is M. tuberculosis M. tuberculosis
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Fig. 5. Agarose electrophoretic gels demonstrating hsp65 gene bands generated
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rom conventional PCR (A) and nPCR (B) of mycobacteria in sputum. Lanes 1–9:
ine specimens with smear positive (1+ to 3+) for AFB, M: 100-bp DNA ladder, N:
uman genomic DNA as negative control, P: MTB DNA as positive control.

eak (Fig. 6C). A distinct full-range RFLP pattern is obtained from
PCR products after enzymatic digestion (Fig. 6D). According to the
atabase of RFLP patterns established in previous study [25], spec-

men No.5 is consistent with M. abscessus. Specimens No.1, 3, 4, 8
re consistent with Mycobacterium chelonae (Fig. 6E) and specimens
o.2, 6, 7, 9 are consistent with MTB (Fig. 6F).

The PRACE results of mycobacterial identification in sputum
ere compared with those of culture method and sequence anal-

sis (Table 2). There are discrepancies of mycobacterium species
dentified between the culture method and PRACE. Of four spec-
mens found to contain MOTT by culture, two differences were
nitially identified; specimen No.1 was identified as M. chelonae and
pecimen No.5 was identified as M. abscessus by PRACE, whereas
hey were later shown to be Mycobacterium fortuitum by culture.
imilarly, specimen No.3 and No.8 were identified as M. chelonae
y PRACE but were identified as M. abscessus by culture. These
isagreements are not surprising because identification of rapidly
rowing mycobacteria to the species level relies on phenotypic tests
n most laboratories [29]. The commonest error Ringuet et al. found
n databases was the misidentification between M. chelonae and M.
bscessus [30]. They are the most closely related species with hsp65
equences that differ by nearly 30 nucleotides, whereas their 16S
RNA genes differ by only four nucleotides. We selected the hsp65
ene for our CE-based PRA, because its sequence has more vari-

bility than the 16S rRNA gene, and could be exploited to identify
oth slowly and rapidly growing mycobacteria. According to the
equence analysis of mycobacterial hsp65 gene, PRACE was found
o be more accurate than culture method in terms of species dif-

l
o
C
a

ig. 6. CE of specimen No.5 (A–D): conventional PCR products (A), poor enhance-
ent of hsp65 gene peak following 50 pg spike of MTB DNA (B), the nPCR products

C), RFLP pattern of nPCR products (D). RFLP patterns of nPCR products from speci-
ens No.1, 3, 4, 8 (E) and No. 2, 6, 7, 9 (F).

erentiation for MOTT. One culture-negative specimen (specimen
o.2) gives a positive result by PRACE. This specimen is AFB smear

1+), but reveals no growth despite prolonged incubation in both
iquid and solid culture systems. It probably represents the presence
f non-viable mycobacteria, which is identified as MTB by PRACE
nd sequence analysis.

. Conclusions

Practically speaking, there are at least two major problems in
he rapid identification of mycobacterial species. One is the lack of
n ultra-sensitive screening method for false smear-negative cases
hich are responsible for about 17% of tuberculosis transmission

10]. The other is the absence of a highly specific technique for
iagnosing diseases caused by an increasing number of medically

mportant MOTT species [2]. As our results shown, the advantages
f nPCR and high-resolution CE enable PRACE to identify MTB and
OTT with minimal interferences of primer-dimers and inhibitors.

or a limited number of specimens, the PRACE is not only able to dif-
erentiate the species, but detect the presence of individual DNA as
ell. Such an improvement is encouraging for our team to further

valuate a large quantity of specimens directly from clinical iso-

ates, especially false AFB smear-negative cases and various species
f MOTT. In conclusion, the PRACE using nPCR and high-resolution
E provides a potential alternative for rapidly identifying small
mount of various mycobacterial species directly from sputum.
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a b s t r a c t

Colloidal carbon microspheres (CMS) are dispersed in chitosan (CHIT) solution to form an
organic–inorganic hybrid with excellent micro-environment for the immobilization of biomolecules. A
novel amperometric biosensor for the determination of hydrogen peroxide (H2O2) has been constructed
by entrapping horseradish peroxidase (HRP) in as-synthesized CMS/CHIT hybrid. The modification of
glassy carbon electrode is made by a simple solution-evaporation method. The electrochemical prop-
erties of the biosensor are characterized in electrochemical methods. The proposed biosensor shows
Biosensor
Carbon microspheres
E
H

high sensitive determination and fast response to H2O2 at −0.15 V. The constructed HRP/CHIT/CMS/GC
electrode also exhibits a fine linear correlation with H2O2 concentration. The calculated value of the
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. Introduction

In recent years, amperometric biosensors based on horseradish
eroxidase (HRP) have been considered as the most effective mea-
ure for the determination of hydrogen peroxide (H2O2), which is
f practical importance in many fields, including chemistry, biology
1,2], industry, clinical control and environmental protection, etc.
3–5]. Conventional H2O2 detection methods, such as titrimetry [6],
hemiluminescence [7–10], fluorimetry [11–13], and spectrometry
14], are generally time-consuming and cumbrous for operation.
ow electrochemical sensors offer an attractive route because of

heir simplicity, high sensitivity, and selectivity.
Carbon-based materials, such as glassy carbon, graphite, and

iamond, have been extensively used in electrochemistry due to
heir low background response, and good conductivity [15–17].
s one of the most interesting carbon nanostructures, carbon
anotubes (CNTs) have been extensively used in electrocatalysis

nd biosensing [18–22]. The insolubility of CNTs in most sol-
ents, however, limits their application in designing CNTs-based
iosensing devices. Oxidation with acids or ozone is used to be
conventional modification of carbon surface. The oxygenated

∗ Corresponding author. Tel.: +86 731 8822332; fax: +86 731 8822332.
E-mail address: thwang@hnu.cn (T. Wang).

t
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039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.03.041
stant, 2.33 mM, suggests that the HRP in CMS/CHIT hybrid keeps its native
for H2O2.

© 2008 Published by Elsevier B.V.

unctionalities such as carboxylic acid, esters are generated on the
arbon surface. The subsequent reaction of thionyl chloride with the
arboxylic groups makes it possible to graft and further elaborate
he surface properties. However, the modification technique has
deadly disadvantage in the low degree of functionalization and

he corrosion of the carbon surface during the oxidative treatment
23].

New kinds of biocompatible materials have attracted much
nterest to improve the behavior of biosensors. The carbon micro-
pheres (CMS, colloidal carbon spheres [24]) are synthesized
hrough a facile hydrothermal synthetic process. In contrast to other

aterials, two advantages become apparent: (1) The good biocom-
atibility and relatively active surface, which contains abundance
f functional groups such as C O, OH, is easily obtained by
nly one-step process without further modification. Partially dehy-
rated functional groups on the carbon frameworks improve the
ydrophilicity and reactivity of the microspheres in aqueous sys-
ems. These functional groups, which provide a crucial chemical
nvironment, make the microspheres that are easily solubilized in
queous solution of a biopolymer, chitosan (CHIT), because of van

er Waals force. At the same time, the effective attachment of the
nzyme is occurred because of covalently binding through an amide
ond between the CHIT and enzyme. (2) The preparation of the
arbon microsphere is an absolutely environment friendly and low-
ost approach. The hydrothermal reaction procedure involves none



3 lanta 77 (2008) 37–41

o
f
t
a

k
a
t
a
p
s
l
e

2

2

p
(
C
a
w
p
e

2

w
m
e
e
(
K
s
T
F

2

p
t
w
w
c
p
b

2

p
i
a
w
C
t
A
5
t
c
a

m
(
t
a
p
C

3

3

r
T
o
o
s
only increase the surface area, but also assist adsorption of reactive
species. The diameters of the CMS were affected by temperature,
concentration of the glucose and reaction time.

Fig. 2 shows the FT-IR spectra of the carbon spheres. The sample
displays feature peaks for hydroxyl at 3383 cm−1 (O H stretching),
8 X. Chen et al. / Ta

f the organic solvents or surfactants which are commonly used
or preparation of polymer micro- or nanospheres. These advan-
ages ensure that the microsphere is nontoxic, which enlarges their
pplication in biosensor.

Herein we successfully utilize as-synthesized CMS as a new
ind of biomaterial to construct a biosensor for the first time. CMS
ct as efficient conductor for electrons transfer, CHIT is an elec-
rochemical promoting polymeric binder as backbone, and HRP is
biological catalyst that facilitates the transfer of substrate into

roduct by lowering the activation energy. In contrast to previous
ensors, the CMS-based H2O2 sensor has shown the advantages of
ow applied potential, high affinity, low background current and
xcellent sensitivity.

. Experimental

.1. Reagents

HRP (EC.1.11.1.7, 250 U/mg, from Horseradish) and CHIT were
urchased from Sigma and used without further purification. H2O2
30% v/v aqueous solution), glucose was obtained from Shanghai
hemical Reagent Co. (Shanghai, China). All other reagents were of
nalytical grade. All solutions were prepared with double distilled
ater, which was purified with a Milli-Q purification system. Phos-
hate buffer solution (PBS, 1/15 M, pH 6.98) was used as supporting
lectrolyte in all measurement.

.2. Apparatus

Cyclic voltammetry was performed in 1/15 M PBS (pH 6.98)
ith CHI760B electrochemical workstation (Shanghai, China). The
odified glassy carbon (GC) electrode was used as the working

lectrode, a Pt foil as the counter electrode and a saturated calomel
lectrode (SCE) as the reference electrode in a three-electrode cell
10 mL). Fourier transform infrared spectra (FT-IR) measured by
Br pellets was obtained on a WQF-410 Fourier transform infrared
pectrophotometer (Beijing Secondary Optical Instruments, China).
ransmission electron microscope (TEM) image was taken with a
EI Tecnai G2 20 TEM (FEI, America).

.3. Preparation of CMS

The carbon microspheres (CMS) were prepared through the
olycondensation reaction of glucose under hydrothermal condi-
ion according to previously literature [25]. Briefly, 8 g of glucose
as dissolved in 40 mL of deionized water. The mixture solution
as then put into a Teflon-lined stainless steel autoclave with a

apacity of 40 mL and maintained at 180 ◦C for over 8 h. The black
roduct was precipitated with ethanol and distilled water followed
y centrifugation. Finally the uniform CMS were obtained.

.4. Preparation of HRP/CHIT/CMS/GC biosensor

Prior to modification, the GC electrodes (3 mm diameter) were
olished with emery paper and 0.05 �m alumina powder, cleaned

n nitric acid (dilute with distilled water to 1:1% v/v), ethanol
nd distilled water for 5 min, successively. Then thoroughly rinsed
ith distilled water and dried at room temperature. 125 mg of
HIT flakes were dissolved into 50 mL of 0.05 M acetic acid and
he mixture was vigorously stirred for 2 h at room temperature.
viscous and translucent CHIT (0.25 wt %) solution was formed.
mg of CMS were ultrasonically dispersed into 20 mL of CHIT solu-

ion by ultrosonication for 2 h. Then equal volume of CMS/CHIT
omposite solution and the enzyme solution (5 �L of CMS/CHIT
nd 5 �L of 5 mg/mL HRP) were mixed adequately. The electrode
Fig. 1. TEM image of CMS of 500 nm prepared a 180 ◦C, 8 h.

odified by horseradish peroxidase/chitosan/carbon microspheres
HRP/CHIT/CMS) was prepared by casting 8 �L of the mixture solu-
ion onto the surface of a GC electrode. When the solution was dried
t 4 ◦C overnight, a CHIT thin film contained CMS and HRP was pre-
ared. As a comparison, the electrodes modified by HRP/CHIT and
MS/CHIT were also prepared by the similar manner.

. Results and discussion

.1. Characterization of the carbon microspheres (CMS)

Fig. 1 shows the typical TEM image of the sample prepared with
eaction time of 8 h under the hydrothermal condition at 180 ◦C.
he diameter of the particles is around 500 nm, with some large
nes reaching about 800 nm. It can be seen that it is very coarse
n the surface which contained some distributed uniformly nano-
ized pores of the obtained CMS [25]. The coarse surface can not
Fig. 2. FTIR spectra of carbon spheres.
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ig. 3. Current–time responses for successive addition of 1 mM hydrogen perox-
de at the (a) HRP/CHIT/CMS/GC, (b) CHIT/CMS/GC, (c) HRP/CHIT/GC electrodes in
/15 M PBS (pH 6.98) containing 0.1 M hydroquinone. Operating potential, −0.15 V.

arbonyl at 1705 cm−1 (C O stretching), and stretching peaks at
616 and 1512 cm−1 (aromatic C C). The bands in the range from
000 to 1300 cm−1, which include the C OH stretching and OH
ending vibrations, imply the existence of large numbers of resid-
al hydroxy groups. After dehydration, partial residues in which
eductive OH or CHO groups are covalently bonded to the car-
on frameworks improve the hydrophilicity and stability of the
icrospheres in aqueous systems. These residue groups improve

he hydrophilicity and stability of the microspheres in aqueous
ystems.

.2. Electrochemical behavior of the HRP/CHIT/CMS/GC/GC
lectrode

To distinguish the role of individual components and pos-
ible synergy between them, the electrochemical properties of
RP/CHIT/CMS/GC, CHIT/CMS/GC and HRP/CHIT/GC were mon-

tored. The advantages of the HRP/CHIT/CMS/GC electrode are
llustrated in connection with the detection of H2O2. Fig. 3 com-
ares the response to increasing levels of H2O2 in 0.1 mM steps
t the HRP/CHIT/CMS/GC electrode (Fig. 3a), CHIT/HRP/GC elec-
rode (Fig. 3b) and CMS/CHIT/GC electrode (Fig. 3c) at potential
f −0.15 mV. As expected from the curve, the CHIT/CMS/GC elec-
rode gives a slight response signal to the addition of H2O2. Higher
ncrease of the response signal is observed for the HRP/CHIT/GC
lectrode. In contrast, the HRP/CHIT/CMS/GC electrode responds
apidly to the changes of the concentration, reaching a steady-
tate signal within 5 s. The difference between these electrodes
ainly attributes to the excellent properties of HRP immobilized

n the CMS/CHIT hybrid. The micro-environment of the hybrid is
dvantageous to the incremental adsorption of HRP. The functional
roups and the coarse surface of the carbon frameworks aid the
arge amount of distributing of CHIT in the hybrid through van der

aals between CMS and CHIT. HRP could be covalently bound to
he functional surface mainly due to amide bonds between CHIT
nd HRP.

For the fabricated biosensor, the cyclic voltammograms (CVs)
orresponding to various scan rates were also investigated. Both the
nodic and cathodic peak currents clearly increase with increasing

otential scan rate. As shown in Fig. 4, well-characterized redox
eaks could be observed through the scan rate in a range from
0 to 200 mV s−1. Moreover, it is found from Fig. 4 (inset) that the
eak currents are proportional to the square roots of the scan rates,
hich suggest a typical the semi-infinite linear diffusion-controlled

o
p

t
o

ig. 4. Voltammetric responses of the GC electrode modified by HRP/CHIT/CMS films
o 1 mM hydroquinone at different scan rates (inner to outer): 20, 40, 60, 80, 100,
20, 140, 160, 180, and 200 mV s−1. The inset shows the anodic and cathodic peak
urrents plotted against the square root of the scan rate.

lectrochemical behavior feature of the redox process. The catalytic
rocess of HRP immobilized onto CHIT/CMS electrode surface can
e expressed as follows [26]:

RP (Fe3+) + H2O2 → compound I + H2O (1)

ompound I + H2Q → compound II + BQ (2)

ompound II + H2Q → HRP (Fe3+) + BQ + H2O (3)

he net reaction is : BQ + 2e− + 2H+ → H2Q

here compound I (oxidation state + 5) and II (oxidation state + 4)
epresent the enzyme intermediates in the reaction H2Q and BQ
epresent hydroquinone and benzoquinone, respectively. In the
rst two electrons transfer step, H2O2 is reduced to water and the
RP is oxidized to compound I. Compound I is then reduced in a
ne electron step to form compound II, and then compound II is
educed to the original form of HRP by the redox mediator (H2Q).
he BQ is subsequently reduced to H2Q by a rapid reaction involving
he consumption of two electrons from the electrode. The resulting
athodic currents are therefore correlated with the concentration
f H2O2.

In order to observe the activity of HRP on the CMS/CHIT modi-
ed glassy carbon electrode, its response to the reduction of H2O2
as studied. Fig. 5 is the CVs of the HRP/CHIT/CMS/GC electrode in
/15 M PBS (pH 6.98) in the absence (curve a) and in presence of
mM H2O2 (curve b) between −0.35 and 0.6 V at the scan rate of
00 mV s−1. In blank PBS, the biosensor only exhibited the electro-
hemical behavior of hydroquinone, a pair of anodic and cathodic
aves (curve a). With the addition of H2O2, an obvious increase
f the cathodic and anodic current is observed. The reduction peak
urrent increases greatly (from 18.67 to 73.66 �A) with slightly neg-
tive shift of peak potential. Meanwhile the oxidation peak current
ecreased markedly, indicating an obvious electrocatalytic process
o the enzymatic reduction of H2O2 by the immobilized HRP. The
nset shows the process of addition of successive aliquots of 1 mM

2O2 in PBS. The peak current enhances with the increase of H2O2
oncentration. The excellent electrocatalytic activity of the elec-
rode toward H2O2, which is a common product of a great many

f oxidase-based enzyme reactions, means that the electrode can
rovide a signal transduction in the fabrication of biosensors.

The dependence of the biosensor response on the applied poten-
ial for determination of 0.1 mM H2O2 is shown in Fig. 6. The foot
f the electrocatalytic reduction of H2O2 was observed around 0 V
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ig. 5. CVs of the HRP/CHIT/CMS/GC electrode in 1/15 M PBS (pH 6.98) in the absence
a) and presence of 4 mM H2O2 (b). Inset: CVs of addition of successive aliquots of
mM H2O2 in PBS (pH 6.98).

nd the maximum amperometric response value was at −0.15 V.
s is well known, a lower potential can avoid or decrease the

nterference caused by some electroactive species and make the
ackground current and noise levels reach their lowest value [27].
0.15 V was chosen as the applied potential for the amperometric
easurement. Fig. 7 displays a typical amperometric response of

he CMS biosensor after addition of successive aliquots of 0.1 mM
2O2 in PBS (1/15 M, pH 6.98) under stirring. It can be seen that
RP/CHIT/CMS/GC electrode has a fast and sensitive response to
2O2 over a wide range of concentrations. The plot of current vs.
2O2 concentration is shown in inset A of Fig. 7. The equation of

he fitting curve was:

= 8.14CH2O2 (mM) + 0.9146(�A) (R = 0.997, n = 13)

he calibration curve was linear with H2O2 concentration from 0.1
o 1.6 mM, the sensitivity was 120.17 �A cm−2 mM−1 and the detec-
ion limit was calculated as 0.93 �M. It can be seen from the plot
hat the biosensor showed a rapid and sensitive response to the
hange of H2O2 concentration, indicating a good electrocatalytic
roperty of the modified electrode. The sensor retained about 90%

f its initial current response after intermittent use after 25 days.
he response time for the electrode is less than 5 s. Fast responses
ay be due to the easy diffusion of H2O2 in the ultrathin CMS/CHIT

ybrid film. The apparent Michaelis–Menten constant, Kapp
M , which

ig. 6. Influence of applied potential on the amperometric response of the sensor
o 0.1 mM H2O2.
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ig. 7. Amperometric response of successive addition of 0.1 mM H2O2 at
RP/CHIT/CMS/GC electrode in PBS (pH 6.98, 1/15 M) containing 1 mM hydro-
uinone, −0.15 V constant potential, insets: (A) plot of chronoamperometric current
s. H2O2 concentration; (B) linear calibration curve for determination of Kapp

M .

ives an indication of the enzyme-substrate kinetics and a reflection
f the enzymatic affinity, could be calculated from the electrochem-
cal version of the Lineweaver–Burk equation [28]:

1
Iss

= 1
Imax

+ Kapp
M

ImaxC

here Iss is the steady-state current after the addition of substrate,
is the bulk concentration of the substrate, and Imax is the maxi-
um current measured under saturated substrate condition. The

app
M is determined by analyzing the slope and intercept for the
lot of the reciprocals of the current vs. H2O2 concentration. As

s well known the smaller Kapp
M shows the higher catalytic ability.

he Michaelis–Menten constant of the system (Kapp
M ) in this work

as found to be 2.33 mM, which was similar to that of 2.198 mM
t polysaccharide–silica-modified electrode [29] and much smaller
han the reported 23.85 mM based on the direct electrochemistry
f HRP in sol–gel derived ceramic–CNT nanocomposite film [8].
he result implied that the HRP/CHIT/CMS/GC electrode exhibited
higher affinity for hydrogen peroxide.

. Conclusions

In summary, a biosensor with excellent properties was success-
ully demonstrated based on the combination of CMS, CHIT, and
RP. Inorganic–organic hybrid, CMS/CHIT, allowed the necessary
fficient electron tunneling and large amount of adsorption of HRP.
ith the help of CMS, nice electrochemical response of HRP was

btained. The H2O2 biosensors exhibited a variety of good elec-
rochemical characteristics including high sensitivity, low applied
otential, high affinity.
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a b s t r a c t

A facile method based on high-performance liquid chromatography coupled with electrospray ionization
tandem mass spectrometry (HPLC/(+)ESI-MSn) has been established for the analysis of polyoxypregnane
glycosides in the stems of Marsdenia tenacissima. The data reveals the ability of MSn in the structural elu-
cidation of polyoxypregnane glycosides including the nature of the polyoxypregnane core, the kinds of
the substituents and the types of sugar residues. Offline Fourier transform ion cyclotron resonance mass
spectrometry (FTICR-MS) is also performed to assign accurate elemental compositions. In this study, eigh-
teen polyoxypregnane glycosides have been investigated. Among these components, five compounds are
unambiguously identified as Marsdenoside K, Tencissoside A, B, C and D; two compounds are established
as novel compounds based on mass spectral data; and the other eleven compound’s structures are ten-
tatively proposed. Furthermore, breakdown curves are constructed to distinguish five pairs of isomers
Energy-resolved breakdown curves

FTICR-MS among these eighteen compounds. As far as our knowledge, this is the first report on identification of
polyoxypregnane glycosides in the stems of M. tenacissima by HPLC/ESI-MSn directly, which could save
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. Introduction

Marsdenia tenacissima (Roxb.)Wight et Arn. (Asclepiadaceae) is
perennial climber that grows from tropical to subtropical Asia. It is
ell known as “Tong-guang-teng” for the treatment of asthma, can-

er, trachitis, tonsillitis, pharyngitis, cystitis, and pneumonia by its
tems in Chinese folk medicine. Polyoxypregnane glycosides are the
ajor bioactive constituents and rich in the stems of M. tenacissima

1–8]. To further investigate the pharmaceutical activities of these
olyoxypregnane glycosides, identification of their chemical struc-
ures is necessary. However, traditional analytical protocols are
edious, laborious, time-consuming and insensitive, in which the

inor constituents in plant extracts are easily ignored. Therefore,
here is an increasing demand for methods for rapidly identifying
nd characterizing known or new structures.
The method of HPLC/ESI-MSn has the advantage of high sen-
itivity, relatively short analysis time, considerable structural
nformation, and low levels of sample consumption. It has the
otential ability to rapidly screening of the minor constituents in

∗ Corresponding author. Tel.: +86 571 87951285; fax: +86 571 87951629.
E-mail address: panyuanjiang@zju.edu.cn (Y. Pan).
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039-9140/$ – see front matter. Crown Copyright © 2008 Published by Elsevier B.V. All ri
oi:10.1016/j.talanta.2008.05.054
fforts in traditional phytochemistry analyses.
Crown Copyright © 2008 Published by Elsevier B.V. All rights reserved.

lant extracts that are difficult to obtain by conventional phyto-
hemical means [9–12]. Glycosides in crude plant extracts have
een determined by HPLC/ESI-MSn in the recent reports, demon-
trating the advantages of mass spectrometry in phytochemistry
13–15]. However, to our knowledge, no previous studies of poly-
xypregnane glycosides by HPLC/ESI-MSn have been published in
he stems of M. tenacissima.

This is the first report concerning the characterization of poly-
xypregnane glycosides in M. tenacissima by HPLC/(+) ESI-MSn.
ased on the fragmentations behaviors of five known polyoxypreg-
ane glycosides, eleven compounds were tentative proposed and
wo compounds were established as novel compounds. Breakdown
urves were utilized to differentiate five pairs of isomers among
hese eighteen compounds. Results showed that two pairs of posi-
ional isomers and two pairs of stereochemical isomers in this study
ould be distinguished obviously.

. Experimental
.1. Reagents and chemicals

Polyoxypregnane glycosides used for identification purposes by
PLC and MS were isolated previously from the plant M. tenacis-

ghts reserved.
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Fig. 1. HPLC/UV (220 nm) separation and total ion chromatography (TIC) of po

ima in the laboratory of Institute of Materia Medica, Zhejiang
cademy of Medical Sciences. Methanol (chromatographic grade)
sed for analytical HPLC and preparative HPLC was purchased
rom Merck (Darmstadt, Germany). Deionized water (18 M�) was
btained from a Milli-Q water purification system (Millipore, Bed-
ord, MA, USA). The stems of M. tenacissima were obtained from
unnan province, China.

.2. Sample preparation

The dried and powdered stems of M. tenacissima (5 kg) were
xtracted three times with 95% ethanol under reflux for 2 h each
ime. The solvent in the extract was evaporated resulting in the
thanol extract residue which was extracted with chloroform under
eflux, and a yellow residue was obtained on evaporation of the
hloroform. The residue was subjected to column chromatogra-
hy (silica gel, gradient CHCl3/MeOH (50:1, 20:1, 10:1, 5:1, v/v);
hus eight main fractions were obtained. A sample of fraction
(CHCl3/MeOH 5:1, v/v) was dissolved in methanol, membrane-
ltered (0.45 �m), and analyzed by HPLC/ESI-MSn. The results
btained for this chloroform extract were reported and discussed
n the following sections.

.3. Analytical and preparative high-performance liquid
hromatography

An Agilent 1100 analytical HPLC system with a G1312 Binpump,
1314A variable-wavelength detector (VWD), model 7725 injector
tted with a 20 �L sample loop, along with an Agilent ChemSta-
ion data system, was used. A reversed-phase Agilent Extend C18
olumn (4.6 mm × 150 mm, 3.5 �m) was used for separation; the
olumn was maintained at room temperature. Chromatography
as carried out in gradient mode with methanol and water; the per-

entage of methanol was changed linearly as follows: 0 min, 60%;
0 min, 65%; 30 min, 75%; 40 min, 80%; 42 min, 60%. The flow rate

as 0.8 mL min−1, and the detection wavelength was 220 nm.

Preparative HPLC system was performed using Waters 600 Sep-
rations Module equipped with a Waters model 2996 diode array
etector and Waters Empower System (Waters Co., Milford, MA,
SA). A reversed-phase Shim-pack PRC ODS (20 mm × 250 mm,

D
f
d
s

pregnane glycosides from the extracts of the stems of Marsdenia tenacissima.

0 �m) was used for preparation; the column was maintained at
oom temperature. The eluent for preparative HPLC was mixture
f appropriate percentage of methanol and water: 72% methanol
or 11, 14 and 18. The flow rate was 8.0 mL min−1, and detection
avelength was 220 nm.

.4. Mass spectrometry

HPLC/ESI-MSn analyses were performed using the Agilent HPLC
ystem described above combined with a Bruker Esquire 3000plus

on trap mass spectrometer (Bruker–Franzen Analytik GmbH,
remen, Germany) equipped with electrospray ionization (ESI).

nstrument control and data acquisition were performed using
squire 5.0 software. The ion source temperature was 250 ◦C, and
eedle voltage was always set at 4.0 kV. Nitrogen was used as the
rying and nebulizer gases at a flow rate of 10 L min−1 and a back-
ressure of 30 psi. Helium was introduced into the trap with an
stimated pressure 6 × 10−6 mbar to improve trapping efficiency to
ct as the collision gas for the MSn data; the mass spectrometer was
ptimized in the collision energy range of 0.6–1.0 V to maximize
he ion current in the spectra. The MSn spectral data of eighteen
ompounds are supported as the supplementary information.

The offline FTICR-MS experiments were performed using an
pex III Fourier transform ion cyclotron resonance mass spectrom-
ter with 7.0T actively shielded superconducting magnet (Bruker
altonics, Billerica, MA, USA) combined with an Apollo electrospray

onization source operated in the positive ion mode. The solutions
ere infused at a rate of 3.0 �L min−1 using a Cole-Parmer syringe
ump. Accurate mass measurements were performed using NaI as
n external calibration compound. Each spectrum was an average
f eight transients, each composed of 512 K points, acquired using
workstation operating XMASS version 6.1.1.

.5. NMR spectroscopy
1D and 2D NMR spectra were measured on a Bruker Advance
MX 500 spectrometer operating at 500MHz for 1H and 125MHz

or 13C, using pyridine (C5D5N) as solvent and TMS as internal stan-
ard. The 13C NMR spectral data of compounds 11, 14 and 18 are
upported as the supplementary information.



154 J. Chen et al. / Talanta 77 (2008) 152–159

e glyc

3

(
o
n
t
n
w
c
c
i
t
T

3

d
c
e
t
s
t

Fig. 2. Structures assigned to polyoxypregnan

. Results and discussion

The HPLC/UV (220 nm) detection and total ion chromatography
TIC) of the polyoxypregnane glycosides in the extracts of stems
f M. tenacissima are shown in Fig. 1. The target polyoxypreg-
ane glycosides recorded at retention times were designed as 1
hrough 18. All precursor ions were observed in the positive and
egative ion mode spectra. Both of them had similar fragment path-
ays, but in the positive mode, the fragment information of sugar
hain is more abundant than that in the negative mode. So singly
harged sodium adducts of the molecules [M + Na]+ were studied
n the following parts. Fig. 2 exhibits the structures of the inves-
igated molecules and high-resolution FTICR-MS data are listed in
able 1.

o

a
1
f

osides in the stems of Marsdenia tenacissima.

.1. Investigation of authentic compounds 6, 7, 15, 16 and 17

7, 6, 15, 16 and 17 could unambiguously be identified as Mars-
enoside K, Tencissoside A, B, C and D, respectively, based on the
omparison of the retention times with those of authentic refer-
nce substances and on the fragmentation behaviors observed in
he MSn experiments [4,6]. Generally, these five compounds gave
imilar fragmentations in MSn experiments. Thus, the fragmenta-
ion patterns of 15 were discussed in detail below for elucidation

f the molecular structure.

The mass spectra of 15 and proposed fragmentation pathways
re shown in Fig. 3 and Scheme 1, respectively. ESI-MS analysis of
5 gave the [M + Na]+ ion at m/z 1017 which was further selected
or MS/MS experiment. As demonstrated in Fig. 3, product ions at
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Table 1
Accurate masses and assigned elemental compositions of eighteen polyoxypregane glycosides

Compounds Composition Measurement (m/z) Theoretical (m/z) Error (ppm)

1 C43H68O18Na+ 895.4318 895.4298 2.2
2 C46H72O18Na+ 935.4598 935.4611 −1.4
3 C46H72O18Na+ 935.4613 935.4611 0.2
4 C45H70O19Na+ 937.4388 937.4404 −1.7
5 C46H72O18Na+ 935.4655 935.4611 4.7
6 C48H74O19Na+ 977.4735 977.4717 1.8
7 C50H72O19Na+ 999.4563 999.4560 0.3
8 C46H72O18Na+ 935.4632 935.4611 2.4
9 C51H80O20Na+ 1035.5105 1035.5135 −2.9

10 C51H78O19Na+ 1017.5009 1017.5030 −2.1
11 C48H74O19Na+ 977.4738 977.4717 2.1
12 C51H80O19Na+ 1019.5174 1019.5186 −1.2
13 C53H76O19Na+ 1039.4873 1039.4873 0
14 C50H72O19Na+ 999.4574 999.4560 1.4
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15 C51H78O19Na 1017.506
16 C53H76O19Na+ 1039.482
17 C51H80O19Na+ 1019.522
18 C53H78O19Na+ 1041.501

/z 917 (A or B, shown in Scheme 1) and 817 (C) were generated by
eutral loss of 100 Da and consecutive elimination of 100 Da from
he precursor ion at m/z 1017, reasonably assigned as two (E)-2-

ethylbut-2-enoic acids from C-11 and C-12. In the MS3 spectrum
f ion at m/z 917 (A or B), elimination of 100 Da produced the ion at
/z 817 (C). Product ions at m/z 759 (D) and 655 (F) corresponded to

he loss of C3H6O (58 Da) by cleavage within the oleandropyranose
esidue and terminal glucopyranose residue (162 Da) from the ion
t m/z 817. Fragment ion at m/z 755 (Eb), by loss of 162 Da from ion at
/z 917, suggested the terminal glucopyranose residue. The whole

ugar chain fragment ion at m/z 489 (G) resulted from the cleavage
f the glycosidic bond between aglycone and the reducing end of
he sugar chain, without containing the glycosidic oxygen atom.
ragment ion at m/z 345 (H) was achieved with the consecutive
oss of reducing end oleandropyranose residue (144 Da) from ion at

/z 489 (G). Thus, with the analysis of the disaccharide fragment
on at m/z 345 (H) and terminal glucopyranose residue and the mass
f second monosaccharide calculated as 160 Da, it could be inferred
hat it is consistent with allopyranose residue.

Based on the above analyses of the five authentic compounds,
e could conclude that their fragmentation patterns were similar

elated to their structural characteristics. First, it was significant
o stress that all the authentic substances only eliminated R2OH
nd R3OH on the C-11 and C-12 positions in the MS2 experiments.
econd, they had similar MS3 fragmentation behaviors. The key
ragment ions (m/z 489 (G) and 345 (H)) and neutral loss of 162 Da
rovided the mass information of sugar chain. Hence, according to
he literatures and these fragmentation patterns, the structures of
nknown polyoxypregnane glycosides could be proposed.

.2. Identification of unknown compounds 1, 4, 9, 12, and 18

We also examined unknown polyoxypregnane glycosides in the
xtracts of stems of M. tenacissima. In the MS3 spectra of compounds
, 4, 9, 12 and 18, similar fragmentation pathways about sugar chain
ere observed to those of authentic compounds. Hence, the glyco-

yl ions of 1, 4, 9, 12 and 18 were attributed to the Glc-Allo-Ole
risaccharide chain (S, as shown in Fig. 2).

The mass spectra of 1, 4, and 18 contained significant [M + Na]+

ons at m/z 895, 937 and 1041, respectively. For compound 1, neu-

ral loss of 60 Da (acetic acid) and consecutive elimination of 18 Da
a molecular of water) were obtained from precursor ion at m/z
95 to produce fragment ions at m/z 835 and 817. These fragmen-
ations indicated the presence of acetyl (Ac) and hydrogen atom on
-11 and C-12 positions. However, the acetyl located at C-11 or C-12

1

m
o
t

1017.5030 3.2
1039.4873 −4.6
1019.5186 3.5
1041.5030 −1.8

ould not be confirmed by MS. As for 4, loss of one and two 60 Da
ragments produced the fragment ions at m/z 877 and 817, respec-
ively, suggesting two acetyl substituents (Ac) on C-11 and C-12
ositions. For 18, the fragment ions at m/z 939, 919 and 817 were
enerated by neutral loss of 102 Da, 122 Da and sequential elimina-
ion of 102 Da from the precursor ion at m/z 1041, predicated the
xisting of benzoyl (Bz) and 2-methylbutyryl (Bu) groups.

Based on fragmentation behaviors and previous studies [1,2,6,7],
was proposed to be 3-O-�-d-glucopyranosyl-(1 → 4)-6-deoxy-

-O-methyl-�-d-allopyranosyl-(1 → 4)-�-d-oleandro-pyranosyl-
1�-O-acetyltenacigenin B or 3-O-�-d-glucopyranosyl-(1 → 4)-6-
eoxy-3-O-methyl-�-d-allopyranosyl-(1 → 4)-�-d-oleandropyra-
osyl-12�-O-acetyltenacigenin B. 4 was tentatively proposed
s 3-O-�-d-glucopyranosyl-(1 → 4)-6-deoxy-3-O-methyl-�-d-
llopyranosyl-(1 → 4)-�-d-oleandropyranosyl-11�, 12�-di-O-
cetyltenacigenin B. Moreover, compound 18 has been purified
y preparative HPLC and performed on 1D, 2D NMR. Based on
he NMR data and previous studies[2,6], 18 was identified to
e 3-O-�-d-glucopyranosyl-(1 → 4)-6-deoxy-3-O-methyl-�-d-
llopyranosyl-(1 → 4)-�-d-oleandropyranosyl-11�-O-2-methyl-
utyryl-12�-O-benzoyltenacigenin B, which has been reported as
enacissoside E.

The [M + Na]+ ion of 9 was concluded to be m/z 1035 (see
ig. 3). In the case of 9 neutral loss of 18 Da, 100 Da and con-
ecutive loss of 100 Da and 18 Da from the [M + Na]+ ion in the
S/MS spectrum, attributed to elimination of two molecules

f water and two (E)-2-methylbut-2-enoic acid units. So it
s hereby proven that there are two (E)-2-methylbut-2-enoyl
Tig) substituents on the C-11 and C-12 positions of 9. Besides,

difference between 9 and the authentic compound 15 was
bserved in the MS2 spectra. Compound 9 not only eliminated
2OH and R3OH, also loss two molecules of water. On the other
and, the 16 Da mass difference between [M + Na]+ of 9 and 15,

ndicated that the elemental composition of the aglycone of 9
ontained one more oxygen atom than that of 15. According to
he literature [5,16], the polyoxypregnane aglycone core that the
�-O-14� epoxy ring broke to form two hydroxyl groups on the
-8 and C-14 positions has been reported. So 9 was tentatively
roposed as 3-O-�-d-glucopyranosyl-(1 → 4)-6-deoxy-3-O-
ethyl-�-d-allopyranosyl-(1 → 4)-�-d-oleandropyranosyl-11�-
2�-O-di-tigloyl-5,6-dihydrosarcogenin.
In the MS/MS spectrum of [M + Na]+ at m/z 1019 for 12, frag-

ent ions at m/z 919 and 819 were derived from neutral loss
f 100 Da and sequential elimination of 100 Da, corresponding
o the fact that 12 consisted of two (E)-2-methylbut-2-enoyl
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Fig. 3. Positive ions ESI-MSn spectra: MS spectra of 15 (I) and 9 (
Tig) substituents on the C-11 and C-12 positions of aglycone.
he product ion at m/z 801 was generated by loss of 218 Da
[M + Na-100 Da-100 Da-18 Da]+) from precursor ion at m/z 1019.
he mass value of 12 was 2 Da higher than that of 15. In a pre-

v
e
o
w

S2 spectra of 15 (II) and 9 (V); MS3 of spectra 15 (III) and 9 (VI).
ious study [17], the polyoxypregnane glycoside that 8�-O-14�
poxy ring on C-8 and C-14 was broken to form hydroxyl group
n C-14 from aglycone has been published. Consequently 12
as tentatively proposed as 3-O-�-d-glucopyranosyl-(1 → 4)-6-
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Scheme 1. Fragmentation pathways proposed for [M + Na]+ of

eoxy-3-O-methyl-�-d-allopyranosyl-(1 → 4)-�-d-oleandropyra-
osyl-11�,12�-O-di-tigloyl-5, 6-dihydrodrevogenin P.

.3. Differentiation of isomers 2, 3, 5, 8, 10, 11, 13 and 14 by
reakdown curves

The [M + Na]+ ions for unknown compounds 10, 11, 13 and 14
ere observed at m/z 1017, 977, 1039 and 999, respectively. It is

ignificant to note that they had similar molecular weights and MSn

pectra to authentic compounds 15, 6, 16 and 7. Thus, 10, 11, 13 and
4 were proposed to be the isomers of 15, 6, 16 and 7, respectively.
oreover, 10 had the two substituents (Tig) on C-11 and C-12 posi-

ions as 15, which may be a consequence from the stereochemical
ifference of some monosaccharide residue of 15. Compounds 11

nd 14 have been purified by preparative HPLC and performed
n 1D, 2D NMR. Based on the NMR data, it was confirmed that
1 was 3-O-�-d-glucopyranosyl-(1 → 4)-6-deoxy-3-O-methyl-�-
-allopyranosyl-(1 → 4)-�-d-oleandropyranosyl-11�-acetyl, 12�-
-tigloyltenacigenin B and 14 was identified as 3-O-�-d-

f
i
p
d
1

5, 16 and 17. a: the ion E of 7; b: the ions E of 6, 15, 16 and 17.

lucopyranosyl-(1 → 4)-6-deoxy-3-O-methyl-�-d-allopyranosyl-
1 → 4)-�-d-oleandropyranosyl-11�-O-benzoyl-12�-O-acetyl-
enacigenin B. To the best of our knowledge, compound 11 and 14
ere reported here for the first time, as the positional isomers of

uthentic compounds 6 and 7, respectively.
Evaluation of breakdown curves can provide information on

ragmentation mechanisms such as distinguishing between com-
etitive and consecutive fragmentation pathways, the stability
f product ions and the identification of isomers and tautomers
18–20]. In order to distinguish these isomers, breakdown curves
ere generated by relative abundance of selected fragment ions

ersus collision energy.
11 and 14 were identified as the positional isomers of 6 and 7,

espectively. Their breakdown curves were displayed in Fig. 4. The

ragment ion at m/z 917 by loss of R3OH from precursor [M + Na]+

on at 977 was the base peak in three MS2 fragment ions of 6. While
roduct ion at m/z 877 generated by loss of R3OH from 11 pro-
uced the highest relative abundance. The positional isomers 7 and
4 also represented similar phenomena. Therefore, it is proposed
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Fig. 4. Breakdown curves of MS2 ions of positional isomers 6, 11, 7 and 14.

Fig. 5. Breakdown curves of MS2 ions of 10, 15, 16 and 13.
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hat product ions by loss of R3OH had the highest relative abun-
ance and these two pairs of positional isomers were differentiated
onveniently by breakdown curves.

However, the breakdown curves (illustrated in Fig. 5) of 10 and
5 are different from the positional isomers discussed above. Both
0 and 15 had two fragment ions in MS2 experiments. The ion at m/z
17 of 10 by loss of R2OH and R3OH had higher relative abundance
han the ion at m/z 917; while for 15, the circumstance was com-
letely opposite. Thus, it was palpable that the breakdown curves
ere advantageous in distinguishing the stereochemical isomers

0 and 15. The same phenomena were observed in isomers 13
nd 16. Accordingly, 13 might be proposed as the stereochemical
somers of 16, with stereochemical difference in some monosac-
haride residue.

Unknown compounds 2, 3, 5 and 8 not only had the same
M + Na]+ ions at m/z 935, but also had similar MSn spectra. Hence,
hese four compounds were proposed to be isomers. In the MS2

pectra of ions at m/z 935, key fragment ions at m/z 835([M + Na-
00]+) and 817 ([M + Na-100-18]+) demonstrated that there were
E)-2-methylbut-2-enoyl (Tig) and hydrogen groups on the agly-
one. The MS3 spectra were similar to authentic compounds.
he breakdown curves of them were also investigated with little
ifferentiation observed. It might be explained that these four com-
ounds only have one substituent on C-11 or C-12 position, while
he other four pairs mentioned above have two substituents on C-11
nd C-12. However, the exact structures of these four compounds
nd differentiation of isomers need further studies.

. Conclusions

The results illustrated the potential advantage of the method
f HPLC/(+)ESI-MSn for characterization of polyoxypregnane gly-
osides including the nature of the polyoxypregnane core, the

ind of substituents and the types of sugar residues. Based on
he fragmentation behaviors, eighteen polyoxypregnane glycosides
re analyzed. Five compounds are identified by the fragmentations
nd authentic substances, eleven compounds are tentatively pro-
osed and two compounds are established as novel compounds.

[

[
[
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oreover, breakdown curves assist in distinguishing the isomers,
specially when the isomers yield the same product ions. Two pairs
f positional isomers and two pairs of stereochemical isomers in
ome monosaccharide residue ascertained from this study could
e promptly differentiated.
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a b s t r a c t

The effects of Li+ and polyethylene glycol (PEG) on the genetic transformation of Saccharomyces cerevisiae
were investigated by using fluorescence microscopy (FM) to visualize the binding of plasmid DNA labeled
with YOYO-1 to the surface of yeast cells, scanning electron microscopy (SEM) and atomic force microscopy
(AFM) to image the change in surface topography of yeast cells, coupled with transformation frequency
experiments. The results showed that under the same conditions, the transformation frequencies of yeast
protoplasts were much higher than those of intact yeast cells. PEG was absolutely required for the binding
of DNA to the surface of intact yeast cells or yeast protoplasts, and had no effect on the surface topography
of intact yeast cells or yeast protoplasts. In the presence of PEG, Li+ could greatly enhance the binding
of plasmid DNA to the surface of intact yeast cells, increase their transformation frequency, and affect
their surface topography. On the other hand, no effect on the DNA binding to the surface of protoplasts
and no increase in the number of transformants and no surface topography changes were found upon
the treatment with Li+ to protoplasts. In the present work, the effects of Li+ and PEG on yeast genetic

transformation were directly visualized, rather than those deduced from the results of transformation
frequencies. These results indicate that cell wall might be a barrier for the uptake of plasmid DNA. Li+

could increase the permeability of yeast cell wall, then increase the exposed sites of DNA binding on
n role
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. Introduction

Genetic transformation of Saccharomyces cerevisiae was first
escribed by Oppenoorth [1] in 1960 and then demonstrated in a
ariety of papers [2–12]. It has been discovered that not only yeast
rotoplasts, the cell wall-removed yeast cells via enzymolysis [3],
ut also intact yeast cells can be transformed by plasmid DNA [4].
arious methods for pretreatment of yeast cells have been devel-
ped to increase the transformation efficiency, such as freezing and
hawing, or treating cells with specific monovalent alkali cations or
ith thiol compounds, which can make yeast cells more competent
or transformation.
For the transformation of intact yeast cells, a most-commonly-

sed efficient protocol makes use of polyethylene glycol (PEG) and
i+, which works well for most laboratory strains and is suitable for
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of PEG was to induce DNA binding to cell surface.
© 2008 Elsevier B.V. All rights reserved.

igh-efficiency transformation of plasmid DNA [8–10]. It has been
hown that PEG is essential for yeast transformation with plasmid
NA [7,9], whose ability to induce membrane fusion seems impor-

ant in transformation of yeast protoplasts [11–13]. The treatment
f yeast cells with Li+ would modify cell wall porosity, then increas-
ng their permeability [5,14]. However, almost all of the results are
ndirectly deduced from the results of the transformation frequen-
ies, and never visualize clearly how plasmid DNA binds to yeast
ells and what roles Li+ and PEG play in the transformation of the
ntact yeast cells. The elucidation of the manner in which plasmid
NA enters intact yeast cell is beneficial for optimization of the
ethod of yeast transformation, and more importantly for general

nderstanding of the processes of macromolecule uptake by cells,
specially eukaryotic cells and the mechanism of horizontal gene
ransfer (HGT) in eukaryotic organisms.

It has been shown in our previous study that Li+ and PEG have

n effect on DNA binding to the surface of intact yeast cells and can
ncrease the permeability of yeast cells [15,16]. In order to specify
he functions of Li+ and PEG in intact yeast transformation, in this
aper the effects of Li+ and PEG on DNA uptake by both intact yeast
ells and yeast protoplasts were investigated. The fluorescence
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ethods are convenient and powerful for the investigation of gene
ransformation or hormone receptors [17]. The binding of DNA
abeled with a fluorescent intercalating reagent YOYO-1 to the sur-
ace of intact yeast cells or yeast protoplasts was observed using an
nverted fluorescent microscope. Atomic force microscopy (AFM)
nd scanning electron microscopy (SEM) were used to study the
ffects of Li+ and PEG on the surface topography of intact yeast cells
r protoplasts. And the transformation frequency was calculated.
mechanism of genetic transformation of yeast was proposed.

. Materials and methods

.1. Strains and plasmids

S. cerevisiae AY (MATa/MAT� ura3–52 lys2–801 aade2-101 trp1-
63 his3-�200 leu2–�1) obtained from China Center for Type

ulture Collection (CCTCC) were pre-cultured in YPD medium (1%
east extract; 2% tryptone; 2% glucose; 2% agar) at 30 ◦C. Selec-
ive medium 1 for yeast transformation (Yeast N Base 0.67%,
lucose 2%, agar 2.5%, l-lysine 30 �g/mL, l-leucine 60 �g/mL, l-
istidine 20 �g/mL, l-tryptophan 40 �g/mL) and selective medium
(selective medium 1 + 17% sucrose) for protoplast transforma-

ion were used. Plasmid pUC18 DNA (Sino-American Biotechnology
o.) stained with YOYO-1 and pAJ161 prepared from the plasmid-
earing strain Escherichia coli BL21 (from CCTCC) were used in
ransformation experiments.

.2. Reagents

PEG 4000 was purchased from Sigma and Yeast Nitrogen Base
W/O Amino Acid & Ammonium Sulfate) from Sangon Shanghai.
OYO-1 was a product of Molecular Probes. Snailase was purchased
rom Boao Shanghai in China and cellulase from Baitai Beijing in
hina. Ultra-pure water (18.2 M� cm) was prepared by a Labconco
ystem and used thoroughly.

.3. Preparation and transformation of intact yeast cells

Yeast cells were grown in 5 mL of YPD (1% yeast extract, 2% tryp-
one, 2% glucose) with shaking at 30 ◦C overnight and a 2% dilution
f the cells was grown in 50 mL of YPD with shaking at 30 ◦C for
h, harvested by centrifugation at 4000 rpm for 5 min and washed

hree times with sterile water, transferred to 1.5 mL microcentrifuge
ubes and then washed once with TE (10 mM Tris/HCl, 1 mM EDTA,
H 7.5) buffer, harvested by centrifugation and the supernatant was
iscarded. Then the pellets were resuspended in 1.0 mL of trans-
ormation mixture (0.8 mL of 50% PEG 4000 (w/v) in TE buffer or
.8 mL of TE buffer alone, 100 �L of 1.0 M CH3COOLi in TE buffer
r 100 �L of TE buffer, then adding TE buffer to a volume of 1.0 mL)
nd then incubated with unlabeled plasmid DNA pAJ161 with shak-
ng at 30 ◦C for 30 min, kept at 42 ◦C in water bath for 15 min. The
ell suspension was cooled to room temperature and washed twice
ith TE buffer. 0.2 mL of this cell suspension was spread on selec-

ive agar plate and then incubated at 30 ◦C. Transformants were
ounted after 72 h incubation.

.4. Preparation and transformation of yeast protoplasts

Yeast cells were grown in 5 mL of YPD (1% yeast extract, 2%
ryptone, 2% glucose) with shaking at 30 ◦C overnight and a 2%

ilution of the cells was grown in 50 mL of YPD with shaking at
0 ◦C for 5 h, harvested by centrifugation at 4000 rpm for 5 min and
ashed three times with sterile water, transferred to 1.5 mL micro-

entrifuge tubes and then washed once with 1.0 M sorbitol in CPB
0.1 M citric acid, 0.2 M Na2HPO4, pH 7.5) buffer. The washed cells

o
t
f
b
t
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ere incubated in 1.0 mL of pretreatment solution (5 mM EDTA, 1%
v/v) 2-mercaptoethanol in 1.0 M sorbitol in CPB buffer) with shak-
ng at 30 ◦C for 30 min. The cells were harvested by centrifugation
t 1000 rpm for 6 min, and resuspended in 1.0 mL of 1.0 M sorbitol
n CPB buffer containing 2 mg/mL of snailase and 2 mg/mL of cellu-
ase. And then the cells were incubated with very gentle shaking at
0 ◦C for 30 min, harvested by centrifugation at 1000 rpm for 6 min
nd washed twice in 1.0 M sorbitol of CPB buffer and once in 1.0 M
orbitol in TE buffer. The transformation of yeast protoplasts was
one just as intact yeast cells except all solutions were prepared in
.0 M orbitol in TE buffer.

.5. Inverted fluorescence microscopy

For fluorescence microscopy, pUC18 DNA as the model of plas-
id DNA was stained with the fluorescent reagent YOYO-1. They
ere mixed at a ratio of about 15:1 of the base pairs of DNA to
OYO-1 molecules and stored at 4 ◦C in dark to react for ca. 2 h. The
ashed cells were resuspended in 1.0 mL of transformation mix-

ure, and incubated with pUC18 DNA labeled with YOYO-1 with
haking at 30 ◦C for 30 min just as precedingly described for the
ransformation process. Several microlitres of the cell solution were
laced on a microscope slide. Samples were examined and pho-
ographed under an inverted fluorescence microscope (Axiovert
00M, Zeiss, Germany) equipped with an oil immersion objective
Zeiss, 100 × objective, N.A. = 1.25).

.6. Scanning electron microscopy

To illustrate the effects of Li+ or PEG on the surface of intact
east cells and yeast protoplasts, the cells incubated at 30 ◦C for
0 min in transformation mixture with Li+ or PEG were fixed with
.5% of glutaraldehyde in 0.1 M pH 7.0 phosphate buffer at room
emperature for 2 h. After fixation, cells were washed with 0.1 M
hosphate buffer for several times and dehydrated in a gradient
thanol series of 50%, 60%, 70%, 80%, 90%, and 100%. Samples were
laced in the chamber of a critical point drier, using liquid CO2 as
he substituting fluid and then were coated with gold prior to the
xamination with a scanning electron microscope (Hitachi SEM-
650).

.7. Atomic force microscopy

For AFM imaging, a drop of about 100 �L of the cell suspension
reated with or without Li+ as described above was deposited onto
piece of glass slide modified with poly-l-lysine. The sample was

llowed to stand at room temperature for 20 min and rinsed several
imes with water and then air dried for atomic force imaging using
Picoscan atomic force microscope (Molecular Imaging, Tempe, AZ,
SA) with commercial MAClever II tips (Molecular Imaging, USA)

n contact mode.

. Results and discussion

Previous study has supposed that the genetic transformation
f bacteria can be divided into three steps: transformation DNA
inding to cell surface, penetrating through cell wall/membrane

nto the interior of cells, and then replicating or transcripting into
NA in the cells [18]. To investigate the relationship between DNA
inding to cell surface and DNA transformed into yeast cells, flu-

rescence microscopy was used to show pUC18 DNA labeled with
he cell-impermeable YOYO-1 binding to cell surface, and the trans-
ormation frequencies of pAJ161 DNA in yeast cells were calculated
ased on the following points: (a) the role of yeast cell wall, and (b)
he functions of Li+ and PEG.
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.1. DNA binding to yeast surface

In order to show the effects of Li+ and PEG on the DNA binding
o the surface of intact yeast cells and yeast protoplasts, YOYO-1
as used to label pUC18 plasmid DNA. First, the dimeric cya-
ine dyes YOYO-1 is a kind of membrane-impermeable fluorescent
robe and fluorescence enhancement by more than 3000 times
ill be found when it is bound to double-stranded DNA (dsDNA)

19], while the fluorescence from the conjugates of YOYO-1 with
eleased nucleotides and small nucleic acid fragments is too weak
o be detectable relative to that from the YOYO-1/dsDNA conjugates
20]. Second, under our experimental conditions, no fluorescence
as found on the cell surface when the cells were incubated with
OYO-1 without plasmid DNA. That is to say that the observed flu-
rescence from the cells was caused by the YOYO-1-labeled DNA
inding to the surface of yeast cells, i.e. fluorescent cells indicated
hat it was DNA that had bound to their surface. And the intensi-
ies of the fluorescence were directly proportional to the amount
f DNA binding to cell surface [20].

Plasmid pUC18 DNA labeled with YOYO-1 was used to investi-
ate the effects of Li+ and PEG on the DNA binding to the surface
f intact yeast cells and yeast protoplasts. PEG was indispens-

ble for the binding of plasmid DNA to the surface of intact yeast
ells and protoplasts. Without PEG, no labeled DNA was found on
he surface of intact yeast cells (Fig. 1A and B) and yeast proto-
lasts (Fig. 2A and B). Our experiments showed that no matter
or intact yeast cells or for protoplasts, DNA could bind to the

a
i
T
c
i

ig. 1. Binding of pUC18 plasmid DNA labeled with YOYO-1 to the surface of living intact y
ith labeled pUC18 DNA with shaking at 30 ◦C for 30 min, and then imaged with an inve

uspended in TE buffer solution, pH 7.5. (B) As in (A) but 0.1 M Li+ was added. (C) As in A
xposure times of all images were adjusted to the same level, except the insets in (A and
(2008) 262–268

ell surface when PEG was added only, suggesting that the treat-
ent with PEG is a basic requirement for successful binding of
NA to the cell surface. Besides, PEG could also induce aggre-
ation of both intact yeast cells (Fig. 1) and yeast protoplasts
Fig. 2).

The effect of Li+ on yeast transformation was to increase the
ermeability of yeast cell wall. For intact yeast cells, the treatment
f Li+ could greatly affect the binding of DNA to cell surface (Fig. 1C
nd D), while no obvious effect of Li+ was found on the binding of
lasmid DNA to the surface of yeast protoplasts (Fig. 2C and D). The
esults indicate that Li+ only has an effect on cell wall instead of
ell membrane, for the only difference between intact yeast cells
nd yeast protoplasts lies in lack of cell wall for the protoplasts.
he fluorescence sites of the intact yeast cells treated with Li+ were
uch more than those of the cells pretreated without Li+ (Fig. 1C

nd D), indicating that Li+ evidently facilitated the transformation
NA penetrating through cell wall to bind to cell membrane under

he induction of PEG.
Moreover, almost all the plasmid DNA attached to the surface

f intact yeast cells or protoplasts could be removed by a wash-
ng step. When the cultured cells were harvested by centrifugation
1000 rpm, 6 min, 20 ◦C) and resuspended in TE buffer solution,

lmost all the fluorescence on the cells would disappear, suggest-
ng that the binding of plasmid DNA to cell surface was reversible.
hough it is not sure whether the interaction of plasmid DNA to
ell surface is dependent on electrostatic force or hydrophobic
nteraction or receptor mediation, the interaction should not be

east cells. Yeast cells were suspended in the transformation mixture and incubated
rted fluorescent microscope (ZEISS). (A) Yeast cells (no Li+ and PEG were added),
, but 40% PEG was added. (D) As in A, but 0.1 M Li+ and 40% PEG were added. The

B), where the exposure times were increased to be able to show the details.
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ig. 2. Binding of pUC18 plasmid DNA labeled with YOYO-1 to the surface of living y
ith labeled pUC18 DNA with shaking at 30 ◦C for 30 min, and then imaged with a

uspended in 1.0 M sorbitol of TE buffer solution, pH 7.5. (B) As in A, but 0.1 M Li+ wa
dded. The exposure times of all images were adjusted to the same level, except th
etails.

lectrostatic since Li+ cation did not affect the negatively-charged
NA binding to cell membrane as mentioned above (Fig. 2).

.2. Transformation frequency
In order to confirm the effects of Li+ and PEG on the binding
f unlabeled pAJ161 DNA into intact yeast cells or protoplasts, the
ransformation frequencies were analyzed as listed in Table 1.

able 1
ffects of Li+ and PEG on the genetic transformation frequency

ell CH3COOLi PEG Transformation frequencya

ntact yeast cells +b + (2.88 ± 0.51) × 10−4

+ − 0
− + (4.45 ± 0.43) × 10−5

− − 0

east protoplasts + + (5.18 ± 0.24) × 10−2

+ − (5.31 ± 0.64) × 10−3

− + (4.69 ± 0.68) × 10−2

− − (5.37 ± 0.24) × 10−3

a Transformation frequency of intact yeast cells = number of transformants/
umber of living cells. Transformation frequency of yeast protoplasts = number of
ransformants/number of regenerated living cells.

b ‘+’ shows the treatment of yeast cells with CH3COOLi or PEG. On the other hand,
ells treated with buffer solution instead of CH3COOLi or PEG are indicated as ‘–’.
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otoplasts. Yeast cells were suspended in the transformation mixture and incubated
rted fluorescent microscope (ZEISS). (A) Yeast cells (no Li+ and PEG were added),

ed. (C) As in A, but 40% PEG was added. (D) As in A, but 0.1 M Li+ and 40% PEG were
ets in (A and B), where the exposure times were increased to be able to show the

First, the frequencies of transformation of intact yeast cells
reated with or without Li+ or PEG were determined. Although
reatment of intact yeast cells with PEG only could get some
ransformants, the number of transformants would considerably
ncrease upon addition of Li+. Without PEG, almost no transfor-

ants were found in our experiment, suggesting that treatment of
ntact cells with PEG is a minimal requirement for successful trans-
ormation and the treatment with Li+ would increase the uptake of
lasmid DNA for intact yeast cells.

For yeast protoplasts, despite no PEG relatively considerable
ransformants could be found, the frequency of transformation
ould be largely enhanced upon addition of PEG. Almost no

ncrease in the number of transformants could be found when
reated with Li+. That is to say for yeast protoplasts, treatment with
EG was not a minimal requirement for successful transformation.
i+ has no effect on the uptake of plasmid DNA as far as protoplasts.

Under the conditions described in Table 1, the transformation
requency of intact yeast cells was much less than that of yeast
rotoplasts, suggesting that cell wall was a barrier for transforma-
ion. In the presence of PEG, a higher frequency of transformation
as obtained with the plasmid DNA upon treatment with Li+ for
ntact yeast cells, while no effect could be found of the treatment
ith Li+ for yeast protoplasts. The data are consistent with those

btained by fluorescence microscopy, confirming the results that
i+ can only affect cell wall. As for the effect of PEG, no matter
or intact yeast cells or yeast protoplasts, PEG can greatly enhance
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he frequencies of transformation. Combining with the results of
uorescence experiments, PEG as a minimal requirement for DNA
inding to cell surface does enhance the transformation frequency,
nd meanwhile the more DNA molecules bind to cell surface,
he higher transformation frequency can be obtained. However,
t is noteworthy that without PEG the fluorescence indicating
he DNA binding to cell surface could not be observed though
onsiderable transformants could be found for yeast protoplasts.
he results indicated that PEG as a minimal requirement of DNA
inding to cell surface was not a minimal requirement of protoplast
ransformation. The mechanism needs to be further explored.

.3. Surface topography of yeast cells

To verify the effects of Li+ and PEG on the transformation, the sur-
ace topography of intact yeast cells and protoplasts was examined
y SEM and AFM. PEG did not have any effect on the surface topog-
aphy of both intact yeast cells and yeast protoplasts. Li+ affected
he surface of cell wall. Protoplasts treated with or without Li+ were
xamined by SEM (Fig. 3). By removing cell wall with enzyme, the

emon-like shape of yeast turns into a sphere covered with plasma

embrane with smooth but a little and irregularly wrinkled sur-
ace. Globular forms in the images are substances secreted by yeast
rotoplasts [21]. As shown in Fig. 3, the surface topography of the
rotoplasts treated with Li+ does not show any obvious difference

3

m

ig. 3. Scanning electron microscopic images of the protoplasts of S. cerevisiae. (A and C)
ith Li+. (C and D) are higher-resolution SEM images of yeast cells to show more details.
(2008) 262–268

rom the surface of those treated without Li+, suggesting that Li+

as no effect on the surface of protoplasts, i.e. cell membrane. On
he other hand, though the surface of intact cells treated without Li+

as homogenous and smooth, the surface became much rougher
nd more wrinkles appeared after incubated with Li+ at 30 ◦C for
0 min (Fig. 4). Low-resolution SEM images of many intact yeast
ells are shown in Fig. 4A and B, and higher resolution SEM images
f yeast cells show more details as shown in Fig. 4C and D. The only
ifference between the cells in Fig. 4A and B was from the treat-
ent of Li+. So Li+ did affect cell wall, which was consistent with

he results mentioned above.
To get more detail information about the effect of Li+, AFM as

complementary tool to SEM allowing the surface of cells to be
xplored at higher resolution [22], was used to observe the sur-
ace topography of intact yeast cells treated with Li+ (Fig. 5). In the
igh-resolution AFM images of intact yeast cells, although the sur-

ace of cells treated without Li+ was almost homogenous and much
moother, a large number of big protrusions would be found on the
urface of the cells when treated with Li+, indicating that Li+ did
hange the surface of intact yeast cells and maybe damaged yeast
ell wall making cell wall more porous to extracellular molecules.
.4. Effect of PEG on genetic transformation

It has been indicated that the crucial role of PEG in transfor-
ation results from its ability to induce membrane fusion [11–13].

Protoplasts without treatment of Li+. (B and D) Protoplasts after 30 min incubation
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ig. 4. Scanning electron microscopic images of intact yeast cells. (A and C) Intact
ith Li+. Image size (for A and B) 25.8�m × 25.8 �m. (C and D) are higher-resolutio

s for the transformation of yeast protoplasts, it seems true that
EG would induce membrane fusion of protoplasts because the
usion of protoplasts is dependent on the presence of PEG, and
n the meanwhile, PEG can indeed induce the aggregation of pro-
oplasts. But what about intact yeast cells? With the existence
f cell wall, cell fusion can hardly be realized unless the yeast

ells are haploid and of opposite mating type [14]. Our experi-
ents showed that no matter for intact yeast cells or protoplasts,
NA could bind to the cell surface when PEG was added only.
vidently, the treatment with PEG is a basic requirement for suc-
essful binding of DNA to the cell surface. Furthermore, PEG could

3

i

ig. 5. AFM images of the surface of intact yeast cells. (A) Intact yeast cells without tre
.0�m × 1.0 �m.
cells without treatment of Li+. (B and D) Intact yeast cells after 30 min incubation
images of yeast cells to show more details. Image size for C and D: 9�m × 9 �m.

lso induce aggregation of both intact yeast cells and yeast pro-
oplasts. The main role of PEG in the transformation is to induce
NA binding to cell surface and make cells aggregate, making

ransformation DNA more accessible to cell surface, and most prob-
bly to facilitate DNA entering cells besides inducing membrane
usion.
.5. Effect of Li+ on genetic transformation

Though it was supposed that maybe Li+ could modify the poros-
ty of cell wall, the suppositions were all speculated from indirect

atment of Li+. (B) Intact yeast cells after 30 min incubation with Li+. Image size:
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tudies, including examination of transformation frequencies or
omparison of the effect of Li+ with the effect of protease on cell
all, and finding the leakage of endogenous RNA from cells upon

ll the pretreatments [5,14]. And they never pointed out why it was
ell wall but not cell membrane that Li+ affected. In this study, the
ffect of Li+ on genetic transformation was directly visualized using
uorescence microscopy, SEM and AFM. In fluorescence research,

t was found that the fluorescence sites of intact yeast cells treated
ith Li+ were much more than those of the cells treated without

i+, but no effect of Li+ on the fluorescence of yeast protoplasts were
ound. The results indicated that Li+ only had an effect on yeast
ell wall instead of cell membrane. AFM and SEM experiments also
onfirmed this. Although the surface topography of yeast proto-
lasts did not show any distinct difference after treated with Li+,
he surface became much rougher and a large number of wrinkles
nd big protrusions appeared after incubated with Li+. The fact of
he increase in transformation frequencies resulting from Li+ for
ntact yeast cells and no effect of Li+ on yeast protoplast transfor-

ation indicate that Li+ can evidently facilitate transformation DNA
enetrating through cell wall to bind to cell membrane and then
nter into cells. The main role of Li+ is to modify the porosity of cell
all and make more parts of cell membrane accessible to plasmid
NA.

. Conclusion

In the present work, the effects of Li+ and PEG on DNA transfor-
ation of yeast cells were studied for both intact yeast cells and

east protoplasts. From the results obtained above, the treatment
ith PEG is a minimal requirement for the binding of DNA to yeast

ell surface, which is an enhancer for the uptake of DNA into the
nterior of cells. Li+ can break the integrality of yeast cell wall, a
arrier for the uptake of plasmid DNA, and increase the DNA bind-
ng sites on cell surface to promote DNA uptake for intact yeast
ells. Meanwhile, our experiments also show that the binding of
lasmid DNA to cell surface is a prerequisite for intact yeast trans-
ormation. The more DNA molecules bind to cell surface, the more
ransformants will be obtained.
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The results do suggest a mechanism of genetic transformation as
ollows: for yeast transformation, Li+ modifies the porosity of yeast
ell wall to facilitate transformation DNA breaking through cell
all, thus more DNA molecules can access cell membrane and bind

o cell membrane under the promotion of PEG, and then enter cells.
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a b s t r a c t

The performance in anodic stripping voltammetry (ASV) of hemispherical mercury microelectrodes, fab-
ricated by electrodeposition of liquid mercury on the surface of Pt microdisks which were surrounded by a
rather thick or thin insulating shield, was compared. The Pt microdisks were produced by sealing a wire of
25 �m diameter into a glass capillary, and by coating the cylindrical length of the Pt wire with a cathodic
electrophoretic paint. The ratio of the overall tip radius b, to the basal radius of the electrode a, so-called
RG = b/a, was equal to 110 ± 10 and 1.52 ± 0.01 for the thick- and thin-shielded microdisk, respectively.
The mercury microelectrodes were characterized by cyclic voltammetry at 1 mV s−1, in 1 mM Ru(NH3)6

3+

aqueous solution. The steady-state voltammogram recorded with the thin-shielded mercury microelec-
trode displayed less hysteresis, while the steady-state current was about 30% higher than that of the
teady state
etal ions

oil

thicker one. This was a consequence of the additional flux due to diffusion from behind the plane of the
electrode. The flux enhancement, which was operative at the thin-shielded mercury microelectrode dur-
ing the deposition step in the ASV experiments, allowed recording stripping peaks for Cd and Pb, which
resulted about 32% larger than those recorded at the thicker shielded mercury microelectrode, under
same experimental conditions.

The usefulness of the thin-shielded mercury microelectrode for ASV measurements in real samples was
e con

a
[
t
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l
s
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p
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t
m
s

verified by determining th

. Introduction

Anodic stripping voltammetry (ASV) [1] is an extremely sensi-
ive technique for measuring a large variety of trace metals with
ow detection limits. Its remarkable sensitivity is achieved through

preconcentration step, in which the metal is accumulated into
r onto working electrodes. This step is followed by the measure-
ent step, in which the preconcentrated analyte is stripped back

o the solution, a process resulting in a voltammetric response pro-
ortional to the concentration of the analyte in the sample. The
ensitivity of an ASV procedure strongly depends on the metal ion
ux, toward the electrode surface, generated during the preconcen-
ration step. High fluxes can be achieved either by forced convection

i.e., electrode rotation or solution stirring) [1], or by diffusion only
i.e., quiescent solutions) when conventional electrodes or micro-
lectrodes [2–4] are employed, respectively. At microelectrodes, the
igh flux is due to radial diffusion [2,3], which also allows a rapid

∗ Corresponding author. Tel.: +39 041 2348630; fax: +39 041 2348594.
E-mail address: sig@unive.it (S. Daniele).

1 Current address: School of Chemistry, University of Edinburgh, EH9 3JJ Edin-
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tent of heavy metal ions released in the pore water (pH 4.5) of a soil slurry.
© 2008 Elsevier B.V. All rights reserved.

chievement of steady-state conditions in a relatively short time
2,3]. The accumulation of the target metal on the electrode surface
hrough diffusion only is in general advantageous, because it makes
he overall analytical procedure simpler and more reproducible, as
ess parameters have to be standardised [4,5]. For these reasons,
ince their introduction, microelectrodes have been widely used in
SV for the analysis of a variety of trace elements [4–7].

In recent years, microelectrodes with shields of thickness com-
arable to the electrode radius have been developed [8–16]. These
icroelectrodes have found applications in high spatial resolu-

ion measurements in combination with scanning electrochemical
icroscopy (SECM) [13–19], and for electroanalysis in small volume

amples [8,9]. One of the characteristic features of a thin-shielded
icroelectrode is that, on the time scale of standard voltammetric
easurements, the diffusion field undergoes a transition from lin-

ar to radial symmetry, and is established radially behind the plane
f the electrode and shield [9–21] (Fig. 1A). Under these conditions,
he flux, and consequently the current, is enhanced to an extent that

epends on the relative size of the insulating shield (b−a) and the
lectrode radius (a). Such features have been verified, from both
heoretical and experimental point of view, for disk [9–13,18–21],
one [13,14,18,19] and sphere cap [15,16,18,19] shaped microelec-
rodes under classical voltammetric or SECM operations. Because of
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ig. 1. Schematic representation of: (A) diffusion profiles at a thin-shielded micro-
lectrode and (B) shape and geometrical parameters of a hemispherical mercury
icroelectrode.

he above characteristics, the use of thin-shielded microelectrodes
n ASV experiments should bring advantages in terms of sensitivity
nd analysis time with respect to thick-shielded microelectrodes.

In this paper, we report for the first time on the performance of
hin-shielded mercury-coated platinum microelectrodes for ASV

easurements of heavy metals. In particular, the effect of the flux
nhancement during the preconcentration step in comparison with
ormal mercury microelectrodes, i.e., mercury microelectrodes
urrounded by a thick insulating sheath, is investigated. Further-
ore, the usefulness of thin-shielded mercury microelectrodes for

n situ analysis of metal ions in real samples is verified by perform-
ng ASV measurements in a bauxitic soil sample.

. Experimental

.1. Chemicals

Perchloric, nitric and acetic acid, sodium acetate, mercurous
itrate, potassium nitrate and sodium chloride were of reagent
rade and were purchased from Fluka. Titrisol cadmium and
ead atomic absorption standards (Merck) were used to prepare
tock standard solutions (1000 mg L−1) of these metal ions. Ruthe-
ium(III) hexaammine trichloride was purchased from J. Matthey.
ll aqueous solutions were prepared with Milli-Q water (Millipore
orp.). All measurements requiring no oxygen were carried out in
olutions that had been purged with pure nitrogen (99.99%) (from
iad).

.2. Electrodes

The platinum microdisks, which served as the substrates for
ercury deposition, were prepared either by sealing a Pt wire of

2.5 �m radius into glass capillaries, or by coating the cylindri-
al length of the Pt wire with a cathodic electrophoretic paint as
escribed previously [9,12]. The latter procedure was employed
o prepare the Pt microdisk with a very thin insulating shield. In
hat follows, the microdisk characteristics are defined in terms of

he parameter RG = b/a (i.e., the ratio of the overall tip radius b, to

he basal radius of the electrode a, Fig. 1A). For each microdisk,
he radius of the insulating sheath, as is customary, was deter-

ined with an optical microscope or by SEM, while preparing the
icrotips. Moreover, for the thin-shielded microdisk, the cyclic

oltammetric procedure described in Ref. [12] was also employed.

s

i

w
h

7 (2008) 235–240

he microdisks used here had RG values of 1.52 ± 0.1 and 110 ± 10.
ercury microelectrodes were fabricated by cathodic deposition of

iquid mercury onto the platinum microdisks [23–25]. The depo-
ition was performed under potentiostatic conditions at −0.1 V
gainst an Ag/AgCl reference electrode in a plating solution con-
isting of 5 mM Hg2(NO3)2 in 1 M KNO3 acidified with nitric acid
o pH < 1. The height h of the mercury deposit (see Fig. 1B) was
alculated from the sphere-cap volume (V) given by [22–24,26]:
= �h (3a2 + h2)/6 itself determined from the charge Q (Q = V�F/M,
here � and M are the density and molar mass of mercury, respec-

ively) [26] passed during the electrodeposition. The h values of
he mercury microelectrodes employed here were equal to 12.7
nd 13.1 �m. Prior to mercury deposition, the glass embedded
icrodisk was polished with graded alumina powder of different

izes (1, 0.3 and 0.05 �m) on a polishing microcloth.
The reference electrode was either a commercial available

g/AgCl (Cl− saturated) electrode (AMEL), or a homemade Ag/AgCl
lectrode. The latter was constructed by using a silver wire coated
lectrochemically with a 100-�m thick silver chloride, on which a
lm of the anionic polymer exchanger Tosflex® resin was deposited.
his membrane was then allowed to saturate with Cl− by prolonged
mmersion in a KCl saturated solution.

To measure the pH of the soil slurry, a standardised pH meter
Metrohm) with a glass electrode was employed.

.3. Instrumentation

Voltammetric and potential step experiments were carried out
y using an EG&G Mod. 283 potentiostat/galvanostat (PAR, Prince-
on), and the EG&G PAR 270 electrochemical analysis software.
nless otherwise stated, the measurements were carried out in a

wo-electrode cell, located inside a Faraday cage made of sheets of
luminium.

.4. Samples and procedures

All ASV measurements were performed using linear sweep
oltammetry in the stripping step. Unless otherwise stated, the scan
ate employed was 50 mV s−1. Lead and cadmium ions in acetate
uffer were examined over the concentration range 0.01–10 �M.
bauxitic soil sample collected at about 4 m depth in Marghera

ndustrial zone (Venice area) was also investigated. Linear sweep
nodic stripping measurements (LSASV) were performed in the soil
ample, which was equilibrated with an acidified aqueous solution
s follows. A Teflon pot, 5-cm base diameter, was filled with 20 g
f soil and mixed with 7 mL Milli-Q water containing 0.5 M NaCl
nd HClO4, under magnetic stirring. The slurry was left to equili-
rate at least for 24 h to achieve the uniform pH 4.5 throughout
he sample. The LSASVs were then performed with the mercury

icroelectrodes visibly placed within the soil slurry.

. Results and discussion

.1. Characterization of the mercury microelectrodes

The mercury deposit on an inlaid microdisk of Pt, which is wet-
able by mercury, is usually in the shape of a sphere cap, with
ts basal plane coincident with the original inlaid disk [22–28]
Fig. 1B). This is a consequence of the large surface energy of the

ercury/solution interface. The steady-state limiting current for a

phere cap (iSc) can be described by [22–29]:

Sc = kScnFDcba (1)

here kSc is a “geometric” coefficient that depends on both RG and
/a, and the other symbols have their usual meanings. Thus, for a
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Table 1
Geometric parameters of the microelectrodes investigated and voltammetric data recorded in Ru(NH3)6Cl3 aqueous solutions

Electrode type and geometric characteristics kth
Sc ithSc (nA) iexp

Sc ± 0.05 (nA) kexp
Sc

Pt (RG = 110, b = 1375 �m, a = 12.5 �m) 4.00 3.82 3.85 4.03a

Hg/Pt (RG = 110, b = 1375 �m, h = 12.7 �m, a = 12.5 �m) 6.43 6.73 6.60 6.21b

Pt (RG = 1.52, b = 19.2 �m, a = 12.6 �m) 4.66 4.49 4.60 4.77a

Hg/Pt (RG = 1.52, b = 19.2 �m, h = 13.1 �m, a = 12.6 �m) 8.21 8.79 8.86 8.27b
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h = theoretical, exp = experimental.
a cb = 1.08 mM.
b cb = 1.20 mM.

iven experiment, on the basis of Eq. (1), the steady-state diffusion
imiting current can be predicted once kSc is known. Recently, an
nalytical approximation that provides kSc as a function of RG and
/a parameters was reported [16]:

Sc = (4 + 0.5780(RG − 0.6734)−0.8348)

+(2.2832 + 9.3279(RG + 1.0321)−2.2979)
(

h

a

)1.3590

(2)

This equation is valid for 1.04 ≤ RG ≤ 100 and 0 ≤ h/a ≤ 2, and
herefore includes the coefficients for a microdisk and a hemi-
phere. For instance, setting in Eq. (2) h/a = 0 and RG → ∞, or h/a = 1
nd RG → ∞, kSc values equal to 4 [30] or 6.28 [2,3] are found, which
orrespond to the coefficients expected for a disk or a shrouded
emisphere embedded on an infinite insulating plane, respectively.
he theoretical kSc expected for the disk and spherical shaped
icroelectrodes employed here were determined by setting in Eq.

2) the b, a and h values determined experimentally, as described
bove. Table 1 summarizes the parameters thus evaluated.

The experimental geometric coefficients of the investigated
lectrodes were determined by cyclic voltammetry at a sufficiently
ow scan rate, in an aqueous solution containing Ru(NH3)6Cl3 and
.1 M KCl as supporting electrolyte. Fig. 2 shows typical voltam-
ograms obtained at 1 mV s−1, for the thin- and thick-shielded Pt
icrodisks and the corresponding Hg-coated Pt microelectrodes

Hg/Pt). As is evident, in all cases well-shaped sigmoidal curves
ith the forward and backward waves almost superimposed were

btained. The achievement of steady state conditions was assessed
y using the criterion of the difference in half-wave potentials

�E1/2) observed on the forward and backward waves (see inset
n Fig. 2) [10,12,31,32]. At steady state �E1/2 should be equal to
ero [10,12,31,32]. The analysis of the voltammograms obtained
ith the investigated microelectrodes yielded �E1/2 values of

ig. 2. Experimental cyclic voltammograms recorded in 1 mM Ru(NH3)6
3+ + 0.1 M

Cl solution at: Hg/Pt (1) RG = 1.52 and h/a = 1.04, (2) RG = 110 and h/a = 1.02; Pt
icrodisk, (3) RG = 1.52, a = 12.6 �m and (4) RG = 110, a = 12.5 �m. Scan rate 1 mV s−1.

nset: magnification of the indicated zone and indication of the meaning of �E1/2.
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.0(±0.5) mV and 0.6(±0.3) mV for the thick- and thin-shielded
icroelectrodes, respectively. This means that the thin-shielded
icroelectrodes approach the steady state faster. However, for both

ypes of microelectrodes the diffusion limiting currents recorded
nder the adopted experimental conditions were very close (to
ithin 2.5% deviation) to the true steady-state values.

From the steady-state limiting currents and Eq. (1), the experi-
ental geometric coefficients of the various microelectrodes were

ound. These values, together with the experimental and theoreti-
al diffusion steady state limiting currents, are included in Table 1.
rom this table it is evident that the thin-shielded microelectrodes
isplay larger currents (and consequently higher geometric coeffi-
ients), which are clearly related to the flux enhancement due to
he diffusion from behind the plane of the electrode. In particular,
t the thin-shielded microelectrodes, the current is enhanced by
bout 17% and 30% for the disk and the spherical microelectrode,
espectively.

The flux enhancement at the thin-shielded mercury microelec-
rode is expected to apply also during the preconcentration step
f an ASV experiment, provided that a sufficiently long deposition
ime is employed to allow the achievement of a steady state. The
erformance of the thin- and thick-shielded mercury microelec-
rode for ASV measurements of lead and cadmium ions in aqueous
olutions is compared in the next section.

.2. ASV measurements with Hg/Pt microelectrodes in synthetic
olutions

Fig. 3 shows typical LSASVs obtained at the thin- and thick-
hielded mercury microelectrodes on a synthetic acetate buffer

olution containing 0.5 �M each of lead and cadmium ions. The
eatures of these voltammograms are similar in shape and position,
egardless of the type of mercury microelectrode employed. In fact,
eak potential (Ep) of −0.386(±0.002) V for Pb and −0.560(±0.002)

ig. 3. ASV responses recorded in 0.5 �M each Pb2+ and Cb2+ at: Hg/Pt (—) RG = 1.52
nd h/a = 1.04, and (&ctdot;) RG = 110 and h/a = 1.02. Ed = −0.9 V, td = 100 s, scan rate
0 mV s−1. Inset, as in the main figure and Ed = −0.75 V.
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ig. 4. Stripping peak charge against effective deposition time plots for 0.5 �M each
A) Pb and (B) Cd at (&z.cirf;) Hg/Pt RG = 1.52 and (&cir;) Hg/Pt RG = 110. Ed = −0.85 V,
can rate 50 mV s−1. Inset: magnification of the indicated zone.

for Cd, and peak width at half height (w1/2) of 44(±2) mV and
0(±2) mV for Pb and Cd, respectively, were obtained. However,
oth the stripping current (ip) and charge (Qa) of the stripping
eaks were larger at the thin-shielded mercury microelectrode,
ongruently with a larger amount of metal accumulated during the
eposition step at this type of electrode.

The effect of deposition time on the ASV responses was inves-
igated in detail. Fig. 4 with symbols shows typical experimental
tripping peak charge against effective deposition time (teff) data
btained in an acetate buffer solution containing 0.5 �M each of
admium and lead ions, and using a deposition potential (Ed) equal
o −0.85 V (similar trends, not shown, were also obtained for the
tripping current against time plots). The effective deposition time
as calculated by the following equation [24,33]:

eff = td + (Ep − Ed)
v

(3)

here td is the deposition time at Ed, and v is the scan rate. The
erm in parenthesis represents the deposition time while scan-
ing. As is evident from Fig. 4, ASV peaks well emerging from
he blank (about five times larger than the average signal of the

lank) were recorded, after teff of about 9 and 14 s for lead and
admium, respectively, by using the thin-shielded mercury micro-
lectrode (see insets of Fig. 4). Instead, about 50 s for both ions were
equired to obtain valuable ASV peaks with the thick-shielded mer-
ury microelectrode. Once again, this can be explained as due to

a
s
t
w
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he higher flux involved at the thinner shielded mercury micro-
lectrodes during the preconcentration step.

The experimental Qa vs. teff plots showed good linearity (cor-
elation coefficients >0.999) after 120 and 60 s for the thick- and
hin-shielded mercury microelectrode, respectively. Moreover, the
lope of the plot obtained with the thin-shielded mercury micro-
lectrode was larger than that of the thicker shielded one. These
esults were rationalized on the basis of Eq. (4) [33]:

a = nFcb[1.13A(Dteff)
1/2 + kScaDteff] (4)

hich was derived for sphere-cap microelectrodes embedded on
n infinite insulating plane [33] and extended here to the thin-
hielded one by the use of the proper geometric coefficient kSc. The
atter, in fact, accounts for the different diffusion fields that apply
t the two types of microelectrodes, when steady-state conditions
re achieved. Eq. (4) was derived under the assumption that all
etal accumulated in the mercury film during the deposition step

s oxidized back during the stripping step [33].
Theoretical plots obtained from Eq. (4) for Cd and Pb are

ncluded in Fig. 4 with lines, using the diffusion coefficients
.28 × 10−6 cm2 s−1 (Pb2+) and 6.90 × 10−6 cm2 s−1 (Cd2+) [34]. It is
vident that theoretical and experimental data fit very well (within
bout 4%, experimental error). Interesting is also noting that above
eff = 120 s, that is the time needed to achieve a steady state within
bout 6% deviation for both types of mercury microelectrodes, the
tripping charge obtained at the thin-shielded electrode was on
verage 32 ± 3% larger than that recorded with the thicker shielded
ne. This charge enhancement is very close to the theoretical flux
nhancement predicted above by steady-state measurements.

The effects of deposition potential, scan rate and concentration
n the LSASVs were also investigated in an acetate buffer solution
ontaining 0.5 �M each of cadmium and lead ions, using td = 100 s.
he deposition potential was varied between −0.75 V (see inset
n Fig. 3) and −0.9 V. It was found that, as the potential became

ore negative, while the stripping peak of lead increased slightly,
n accordance with the increase of the effective deposition time (Eq.
4)), the stripping peak of cadmium increased significantly, espe-
ially at the thicker shielded microelectrode, in the range −0.75 to
0.85 V (compare LSASVs in Fig. 3 and inset); afterwards it changed

lightly up to −0.9 V because of the increase of effective deposi-
ion time. These results indicated that optimum potential values
or efficient deposition of both metal ions was in the range −0.85 to
0.9 V. The scan rate was varied over the range 20–200 mV s−1; the

urrent peak increased linearly with the scan rate, regardless of the
lectrode employed, as expected for restricted diffusion conditions,
s typically observed at mercury microelectrodes [35]. The effect
f concentration was evaluated over the range 0.05–10 �M, using

d = 120 s, and Ed = −0.85 V; for both types of microelectrodes a lin-
ar trend was observed between Qa and cb. The linear regression
nalysis of experimental points provided the relationships summa-
ized in Table 2.

.3. Determination of metal ions in a soil sample by using the
hin-shielded mercury microelectrode

Hg coated Pt microelectrodes surrounded by a thick insulating
heath were recently used for ASV measurements in soils [36,37].
n order to verify whether also the thin-shielded Hg coated Pt

icrolectrode was sturdy enough to withstand penetration within

soil slurry, a series of measurements were done in a bauxitic soil

ample, which was acidified to pH 4.5, as described in Section 2. A
ypical LSASV obtained under these conditions is shown in Fig. 5,
hich displays three ASV peaks. On the basis of peak potentials,

hey were assigned to Cd (−0.65 V), Pb (−0.45 V) and Cu (−0.30 V).
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Table 2
Linear regression equations (Qa vs. cb) evaluated at the two different mercury microelectrodes for the metal ions investigated Ed = −0.85 V and td = 120 s

Hg/Pt (RG) Metal ion Linear regression equation Qa (nC) = A + Bcb (�M) (R2)

A B

110 Pb2 0.09 0.95 0.999
Cd2+ 0.06 0.70 0.998

1.52 Pb2+ 0.10
Cd2+ 0.11
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ig. 5. ASV response recorded with an Hg/Pt RG = 1.52 and h/a = 1.04 located inside
soil slurry sample, pH 4.5. Scan rate 50 mV s−1, Ed = −0.85 V and td = 50 s.

t must be noticed that while the stripping peaks of cadmium and
ead are well shaped, the stripping peak of copper is rather broad.
road ASV peaks for Cu reported in literature [1,37,38] attributed
o several phenomena such as formation of adsorbed copper com-
lexes due to organic matter and the presence of chloride ions and
xygen in the investigated media. Because of the complexity of the
oil matrix investigated here and in view of the fact that oxygen
rom air was present within the soil slurry under the adopted exper-
mental conditions, it is likely that all the above phenomena had a
ole in determining the shape of the copper stripping peak. The
ffects of deposition time, deposition potential and scan rate on
hese stripping peaks were similar to those discussed above in the
queous synthetic solutions. Therefore, for the determination of the
oncentration of the metal ions, Eq. (4) was employed, all param-
ters involved in it being known. The diffusion coefficient values
sed were 2.2 × 10−6 cm2 s−1 (Cd2+), 2.8 × 10−6 cm2 s−1 (Pb2+) and
.0 × 10−6 cm2 s−1 (Cu2+) [37,39]. These values, which are smaller
han the above used in the homogeneous phase, account for poros-
ty and tortuosity of pores in the soil [39,40]. To facilitate the
alculations, the LSASVs obtained with td over the range 120–150 s
ere employed. Under these conditions, the steady-state contribu-

ion in Eq. (4) prevails, the time dependent term being in any case
ower than 4%. Qa vs. teff gave, as expected, linear trends, and from
heir slopes concentration values equal to 6.7 (±0.2) �M for Cd, 45
±0.9) �M for Pb and 83 (±1.1) �M for Cu were obtained. The values
hus calculated compare well with those found in the literature in
imilar media and under similar experimental conditions [37].
. Conclusions

In this paper, it has been shown that a mercury microelectrode,
abricated by electrodeposition of liquid mercury on an inlaid Pt

icrodisk with a shield comparable to electrode radius, provided

[
[
[
[

[

1.42 0.999
0.98 0.999

SV responses which were sensibly greater than those obtained
ith classical mercury microelectrodes, i.e., electrodes surrounded

y a relatively thick insulating sheath. In particular, for a hemispher-
cal microelectrode RG = 1.52, because of diffusion from behind the
lane of the electrode, the flux during the deposition step was
nhanced by about 32%, and ASV peaks, well emerging from the
ackground, could be recorded in 0.5 �M each Pb2+ and Cd2+ aque-
us solution, only after a few seconds of effective deposition time.
he thin-shielded mercury microelectrode revealed also high sta-
ility, such that ASV measurements could be performed in situ in
oil slurry.

cknowledgement

The financial support from the Italian Ministry of the University
nd Research (MUR) is gratefully acknowledged.

eferences

[1] J. Wang, Stripping Analysis: Principles, Instrumentation and Applications, VCH,
Deerfield Beach, FL, 1985.

[2] R.M. Wightmann, D.O. Wipf, in: A.J. Bard (Ed.), Electroanalytical Chemistry, vol.
15, Marcel Dekker, New York, 1989, pp. 267–353.

[3] M.I. Queiros, in: M.A.J.L. Daschbach (Ed.), Microelectrodes: Theory and Appli-
cations, NATO ASI Series, Kluwer Academic Publishers, Dordrecht, 1991.

[4] S. Daniele, C. Bragato, M.A. Baldo, Curr. Anal. Chem. 4 (2008) 215.
[5] S. Daniele, M.A. Baldo, P. Ugo, G.A. Mazzocchin, Anal. Chim. Acta 219 (1989)

9.
[6] A. Economou, P.R. Fielden, Analyst 128 (2003) 205.
[7] J. Buffle, M.L. Tercier-Waeber, Trends Anal. Chem. 24 (2005) 172.
[8] R.A. Clark, S.E. Zerby, A.G. Ewing, in: A.J. Bard, I. Rubistein (Eds.), Electroanalyt-

ical Chemistry, vol. 20, Marcel Dekker, New York, 1998, pp. 227–294.
[9] X. Zhang, B. Ogorevc, M. Rupnik, M. Kreft, R. Zorec, Anal. Chim. Acta 378 (1999)

135.
10] Y. Fang, J. Leddy, Anal. Chem. 67 (1995) 1259.
11] G. Zhao, D.M. Giolando, J.R. Kirchoff, Anal. Chem. 67 (1995) 2592.
12] I. Ciani, S. Daniele, Anal. Chem. 76 (2004) 6575.
13] C.G. Zoski, M.V. Mirkin, Anal. Chem. 74 (2002) 1986.
14] C.G. Zoski, B. Liu, A.J. Bard, Anal. Chem. 76 (2004) 3646.
15] G. Lindsey, S. Abercrombie, G. Denuault, S. Daniele, E. De Faveri, Anal. Chem. 79

(2007) 2952.
16] S. Daniele, I. Ciani, D. Battistel, Anal. Chem. 79 (2008) 2952.
17] A.J. Bard, M.V. Mirkin (Eds.), Scanning Electrochemical Microscopy, Marcel

Dekker, New York/Basel, 2001.
18] Q. Fulian, A.C. Fisher, G. Denuault, J. Phys. Chem. B 103 (1999) 4387.
19] Q. Fulian, A.C. Fisher, G. Denuault, J. Phys. Chem. B 103 (1999) 4393.
20] D. Shoup, A. Szabo, J. Electroanal. Chem. 140 (1982) 237.
21] D. Shoup, A. Szabo, J. Electroanal. Chem. 160 (1984) 27.
22] S. Daniele, C. Bragato, M.A. Baldo, G.A. Mazzocchin, Ann. Chim. (Rome) 92

(2002) 203.
23] Z. Stojek, J. Osteryoung, Anal. Chem. 66 (1989) 1305.
24] M.A. Baldo, S. Daniele, M. Corbetta, G.A. Mazzocchin, Electroanalysis 7 (1995)

980.
25] K.R. Wehmeyer, R.M. Wightman, Anal. Chem. 57 (1985) 1989.
26] C.L. Colyer, D. Luscombe, K.B. Oldham, J. Electroanal. Chem. 283 (1990)

379.
27] J.C. Myland, K.B. Oldham, J. Electroanal. Chem. 288 (1990) 1.

28] L.C.R. Alfred, K.B. Oldham, J. Phys. Chem. B 100 (1996) 2170.
29] R.L. Birke, Z. Huang, Anal. Chem. 64 (1992) 1513.
30] Y. Saito, Rev. Polarogr. 15 (1968) 177.
31] C.G. Zoski, A.M. Bond, C.L. Colyer, J.C. Myland, K.B. Oldham, J. Electroanal. Chem.

263 (1989) 1.
32] C.G. Zoski, J. Electroanal. Chem. 296 (1990) 317.



2 lanta 7

[

[

[

40 S. Daniele et al. / Ta
33] M.A. Baldo, S. Daniele, C. Bragato, G.A. Mazzocchin, Anal. Chim. Acta 464 (2002)
217.

34] J. Heyrovsky, J. Kuta, Principles of Polarography, Czechoslovak Academy of Sci-
ence, Prague, 1965, p. 106.

35] M. Penczek, Z. Stojek, J. Electroanal. Chem. 191 (1985) 91.

[
[
[
[
[

7 (2008) 235–240
36] P.J. Brendel, G.W. Luther III, Environ. Sci. Technol. 29 (1995) 751.
37] S. Daniele, I. Ciani, M.A. Baldo, C. Bragato, Electroanalysis 19 (2007) 2067.
38] G.E. Batley, Anal. Chim. Acta 189 (1986) 371.
39] R.N. Glud, K. Jensen, N.P. Revsbech, Geochim. Cosmochim. Acta 59 (1995) 231.
40] N. Iversen, B.B. Jorgensen, Geochim. Cosmochim. Acta 75 (1993) 571.



Talanta 77 (2008) 394–399

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

Determination of chlorogenic acid in coffee using a biomimetic
sensor based on a new tetranuclear copper(II) complex

Mirella Lucas de Carvalho, Murilo Santhiago, Rosely A. Peralta,
Ademir Neves, Gustavo Amadeu Micke, Iolanda Cruz Vieira ∗

Departamento de Química, Universidade Federal de Santa Catarina, CEP 88040-900 Florianópolis, SC, Brazil

a r t i c l e i n f o

Article history:
Received 15 May 2008
Received in revised form 30 June 2008
Accepted 1 July 2008
Available online 10 July 2008

Keywords:
Biomimetic sensor
Chlorogenic acid
Catechol oxidase

a b s t r a c t

A new tetranuclear copper(II) complex which mimics the active site of catechol oxidase was synthesized
and characterized by IR, CHN, electronic spectroscopic and 1H NMR methods. The title complex [Cu2(�-
OH)(bpbpmp-NO2)]2[ClO4]2 was employed in the construction of a novel biomimetic sensor and used in
the determination of chlorogenic acid by square wave voltammetry. The performance and optimization
of the resulting biomimetic sensor were studied in detail. The best response of this sensor was obtained
for 75:15:10% (w/w/w) ratio of the graphite powder:nujol:Cu(II) complex, 0.1 mol L−1 phosphate buffer
solution (pH 7.0), with frequency, pulse amplitude, and scan increment at 30 Hz, 100 mV, and 3.0 mV,
respectively. The chlorogenic acid concentration was linear in the range of 5.0 × 10−6 to 1.45 × 10−4 mol L−1

(r = 0.9985) with a detection limit of 8.0 × 10−7 mol L−1. This biomimetic sensor demonstrated long-term

Coffee stability (250 days; 640 determinations) and reproducibility, with a relative standard deviation of 10.0%.

The recovery study of chlorogenic acid in coffee samples gave values from 93.2% to 106.1% and the con-
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. Introduction

Coffee is among the most widely consumed pharmacologically
ctive beverages in the world. It represents a giant global indus-
ry and ranks second only to petroleum in terms of dollars traded
orldwide. Currently, 6.3 million tons of coffee is produced glob-

lly, with Brazil and Colombia contributing to nearly 44% of this
gure. The major polyphenol in coffee is chlorogenic acid, an ester

ormed between trans cinnamic acids and quinic acid. The cin-
amic acids most commonly encountered are caffeic, p coumaric
nd ferulic acid [1–6].

The acid content in coffee is an important indication of its qual-
ty, and is greatly dependent upon the degree of roasting, the type of
oaster and method of infusion. The determination of chlorogenic
cid in coffee is an important aspect of the quality control of the
nal product, since its aroma characteristics determine the com-
ercial value [7]. The development of reliable, rapid, sensitive and
imple methods for the quantification of this substance is of great
mportance. Methods for the determination of this acid include
hromatography [8–11], capillary electrophoresis [12], flow injec-
ion chemiluminescence [13] and electrochemistry [14]. Križman
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d good agreement when compared with those obtained using capillary
dence level.

© 2008 Elsevier B.V. All rights reserved.

t al. [8] employed a reversed-phase HPLC method for analyzing
henolic compounds in fennel (Foeniculum vulgare). The limits
f detection ranged from 0.05 to 1.0 �g mL−1. The simultaneous
etermination of chlorogenic acid, caffeic and ferulic acid in coffee
amples by micellar electrokinetic chromatography was used by
isso et al. [9]. The proposed method showed good linearity for
hlorogenic acid and was able to resolve the two positional isomers
f caffeoylquinic acid. A gas chromatographic–mass spectrometric
ethod was used by Füzfai and Molnár-Perl [10] for the determina-

ion of flavonoids, sugars, carboxylic acids and amino acids in citrus
ruits. The authors found 33 compounds in the fruit samples after
ydrolysis with trifluoroacetic acid. Nishitani and Sagesaka [11]
sed high-performance liquid chromatographic (HPLC) for simul-
aneous determination of catechins, caffeine and other phenolic
ompounds in tea. The separation of polyphenolic compounds
xtracted from plant matrices using capillary electrophoresis has
een proposed by Vaher and Koel [12]. Wang et al. [13] showed a
ew flow injection chemiluminescence method for the determina-
ion of chlorogenic acid in fruits based on the reaction of potassium
ermanganate with this acid in the presence of formaldehyde as

n enhancer. The linearity of the method ranged from 5.0 × 10−8 to
.0 × 10−5 g mL−1. Mello et al. [14] developed a biosensor based on
orseradish peroxidase for the determination of chlorogenic acid

n tea and coffee samples. The analytical curve was linear from 1
o 50 �mol L−1 using chronoamperometry as the electrochemical
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ethod. Electrochemical methods for the determination of this
ubstance and other antioxidants are preferred over others because
f their fast response time, low detection limits and relatively low
osts [14–17].

Copper is an essential transition element that plays a fundamen-
al role in the biochemistry of all aerobic organisms. Proteins exploit
he unique redox nature of this metal to undertake a series of facile
lectron transfer reactions using copper as a cofactor in a select
umber of critical enzymatic pathways [18,19]. Copper complexes
re synthesized and characterized widely as structural and func-
ional models of active centers of oxidoreductase enzymes [20–22].
hese complexes have been employed successfully in the devel-
pment of biomimetic sensors. In addition, the models have an
xtraordinary advantage in relation to the natural enzyme, which
s the high stability in relation to several factors (e.g. temperature,
H, and others) and, consequently, the biomimetic sensors offer a

onger lifetime and greater number of determinations than other
iosensors [22–24].

In this study, we synthesized and characterized by IR, CHN,
lectronic spectroscopy and 1H NMR methods a new tetranuclear
opper(II) complex [Cu2(�-OH)(bpbpmp-NO2)]2[ClO4]2 which
imics the active site of catechol oxidase. This complex was

mployed in the construction of a novel biomimetic sensor.
he experimental conditions (percentage of the Cu(II) complex,
olution pH and square wave voltammetry parameters such as fre-
uency, pulse amplitude, and scan increment) for the analytical
erformance of the sensor were optimized. The results obtained in
he determination of chlorogenic acid in coffee samples using the
iomimetic sensor were compared with those obtained using the
apillary electrophoresis method.

. Experimental

.1. Chemicals

Chlorogenic acid was purchased from Sigma. Graphite pow-
er (grade #38, FisherScientific) and mineral oil (Aldrich) of high
urity were used in the preparation of the carbon paste. The
etranuclear copper(II) complex was used in the construction of
he biomimetic sensor. Phosphate buffer (0.1 mol L−1, pH 7.0) solu-
ion was used as the supporting electrolyte. All reagents used
n this study were of analytical grade and all solutions were
reshly prepared with double distilled water. For the synthesis
he ligand and complex were used: 2-(2-aminomethyl)pyridine,
-nitrosalicylaldehyde, p-cresol, triethylamine, sodium hydroxide,
ormaldehyde, sodium bicarbonate, hydrochloric acid, anhydrous
odium sulfate, sodium borohydrate, thionyl chloride, copper(II)
erchlorate hexahydrate purchased from Merck or Aldrich and used
s received. 2-Pyridinecarboxaldehyde was distilled under reduced
ressure before use. For the capillary electrophoresis analysis a
tock solution of sodium tetraborate (STB), Na2HPO4 and sodium
odecyl sulfate (SDS) was prepared at 100 mmol L−1, the standard
tock solution of chlorogenic acid was prepared in methanol at
00 mg L−1.

.2. Complex characterization instrumentation

Elemental analysis for carbon, hydrogen, and nitrogen was per-
ormed using a Carlo Erba E-1110 analyzer. IR spectra (as KBr pellets

r film, 4000–500 cm−1) were taken at 25 ◦C using a Perkin-Elmer
TIR-2000 spectrophotometer. 1H NMR spectra were measured on
Bruker FT-200 MHz spectrometer. Chemical shifts were reported
s ı values relative to an internal standard (Me4Si) and the residual
olvent proton peak. UV–vis spectra were recorded with a Perkin-

s
5
C
C
I
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lmer L-19 spectrophotometer, using quartz 10 mm path length
ells.

.3. Electrochemical and capillary electrophoresis
nstrumentation

Square wave voltammetry (SWV) measurements were per-
ormed with an Autolab PGSTAT12 potentiostat/galvanostat (Eco
hemie, The Netherlands). All electrochemical experiments were
arried out in a conventional three-electrode cell at room tem-
erature (25.0 ± 0.5 ◦C). An Ag/AgCl electrode saturated with KCl
olution was used as the reference electrode, against which all cur-
ents were measured and reported in this study. A platinum wire
as used as the auxiliary electrode and the biomimetic sensor as

he working electrode. The system was monitored with a personal
omputer for data acquisition and subsequent analysis.

Electropherograms were performed with an Agilient capillary
lectrophoresis system equipped with a diode array detector. The
ata processing was carried out with the HP Chemstation® soft-
are. The measurements were performed at 25 ◦C on an uncoated

used-silica capillary (48.5 cm × 50 �m I.D. × 375 �m O.D., 8.5 cm of
ffective length) obtained from Microtube (Araraquara, SP, Brazil).

.4. Synthesis and characterization of the ligand and biomimetic
omplex

The ligand N-(2-hydroxy-5-nitrobenzyl)(2-pyridylmethyl)
mine (hbpa-NO2) was obtained as follows: 20.0 × 10−3 mol L−1

-(aminomethyl)pyridine was added to a methanolic solution
f 20.0 × 10−3 mol L−1 2-hydroxy-5-nitrobenzaldehyde under
tirring. After few minutes a yellow precipitate was observed. After
0 min, 10.0 × 10−3 mol L−1 of sodium borohydrate was added
lowly. The pH was then adjusted to 6.0 using 2.0 mol L−1 HCl
nd the solvent was evaporated under reduced pressure. 3.9 g of
yellow solid (yield 75%) was obtained by recrystallization in
ethanol. mp: 158–160 ◦C. IR (KBr) in cm−1: � (N H) 3440; �

C Har and C Haliph) 3019–2909; � (C N and C C) 1599–1440; ı
O H) 1379; � (C O) 1279; ı (C Har) 768. 1H NMR, ıH (CDCl3), in
pm: 3.90 (s, 2H); 4.10 (s, 2H); 4.73 (s, 1H, NH); 6.83–6.92 (d, 1H);
.19–7.30 (m, 2H); 7.62–7.77 (dt, 1H); 7.95 (s, 1H); 8.11–8.20 (m,
H); 8.59–8. 71 (d, 1H).

The ligand 2-[N-bis-(2-pyridylmethyl)aminomethyl]-4-methyl-
-[N′-(2-pyridylmethyl)(2-hydroxy-5-nitrobenzyl)aminomethyl]
henol (H2bpbpmp-NO2) was synthesized adding
7.5 × 10−3 mol L−1 of hbpa-NO2 and 4.7 mL of triethylamine
o 27.5 × 10−3 mol L−1 of bpmamcf.HCl [25] previously dissolved
n 50 mL of CH2Cl2. The mixtures were maintained under stirring
nd reflux for 30 h and then extracted with an aqueous solution of
aHCO3 (8 × 40 mL). The organic layer was dried with anhydrous

odium sulfate and then rotaevaporated. The ligand was obtained
y recrystallization in methanol. Yield 72%. mp: 80–81 ◦C. IR (KBr)
n cm−1: � (C Har and C Haliph) 3059–2824; � (C C) 1589–1434;

(O H) 1373; � (Ar NO2) 1335, � (C Ophenol) 1290; ı (C Har)
54. 1H NMR, ıH (CDCl3), in ppm: 2.19 (s, 3H); 3.80–3.97 (s, 12H);
.82–6.91 (m, 3H); 7.15–7.29 (m, 2H); 7.37–7.41 (d, 3H); 7.59–7.67
m, 3H); 7.97–8.06 (m, 3H), 8.57–8.59 (d, 3H).

The complex [Cu2(�-OH)(bpbpmp-NO2)]2[ClO4]2 was synthe-
ized by adding of a methanolic solution of 5.0 × 10−4 mol L−1 of
2bpbpmp-NO2 and 1.0 × 10−3 mol L−1 of Cu(ClO4)2·6H2O, under

tirring at 40 ◦C, followed by the addition of 1.5 mL of a 1.0 mol L−1
odium hydroxide solution and 1.0 × 10−3 mol L−1 of NaClO4. After
min a green microcrystalline precipitate was obtained. Yield 40%.
HN calculated for C74H82Cl2Cu4N12O18 (MM = 1752.62 g mol−1):
: 50.71%; H: 4.72%; N: 9.59%. Found C: 50.37%; H: 4.60%; N: 9.67%.

V (KBr), in cm−1: � (OH) 3380; � (C Har and C Haliph) 3050–2900;
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(C N and C C) 1608–1430; � (Ar NO2) 1330; � (C O) 1287; �
Cl O) 1090. Although we have not to date encountered difficul-
ies with the above compounds, perchlorate salts are potentially
xplosive and should be treated with care.

.5. Biomimetic sensor construction

The biomimetic sensor was constructed according to the
rocedure reported elsewhere [22–24]. Briefly, the tetranuclear
opper(II) complex (15 mg; 10%, w/w) and graphite powder
113 mg; 75%, w/w) were mixed in a mortar for 20 min. Subse-
uently, the mineral oil (22 mg; 15%, w/w) was added and mixed for
t least 20 min. The resulting modified carbon paste was placed in
1-mL syringe and a copper wire was inserted to obtain the exter-
al electrical contact. The biomimetic sensor was stored at room
emperature when not in use.

.6. Preparation and analysis of coffee samples

Four samples of coffee (vacuum packed roasted and ground cof-
ee) were obtained from local supermarkets in Florianópolis (Santa
atarina, Brazil). For the determinations, 3.0 g samples were pre-
ared in 50.0 mL of hot water in triplicate. For the electrochemical
easurements, 200 �L of these coffee samples were used. These

amples were used in the chlorogenic acid determination with
he proposed biomimetic sensor and the capillary electrophoresis

ethod.

.7. Electrochemical and capillary electrophoresis measurements

Square wave voltammetry measurements were performed in an
nstirred, non de-aerated, phosphate buffer solution (pH 7.0). In a
ypical run, 10.0 mL of the supporting electrolyte was transferred
o a clean, dry cell and the required volume of the chlorogenic
cid or coffee sample solution was added by micropipette. After
stirring period of 60 s to homogenize the solution, a square wave
oltammogram was recorded. The measurements were performed
pplying a sweep potential between +0.4 and −0.2 V, at a pulse
mplitude of 5.0–100 mV, frequency of 10–80 Hz and scan incre-
ent of 0.5–4.0 mV, after successive additions of chlorogenic acid.
Electropherograms were recorded as follows: standard solu-

ions and samples were introduced from the outlet and injected
ydrodynamically at 50 mbar (5.25 Pa) for 5 s with reverse pressure.
V detection was performed at 340 nm. The applied separa-

ion voltage was 30 kV positive polarity on the injection side.
he electrolyte was composed of 20.0 × 10−3 mol L−1 NaH2PO4,
0.0 × 10−3 mol L−1 STB, and 20.0 × 10−3 mol L−1 SDS. At the start
f each new working session, the capillary was conditioned at 25 ◦C
nd flushed with 1.0 mol L−1 sodium hydroxide for 10 min, followed
y deionized water for 5 min and finally with the BGE for 10 min.
etween runs with the same buffer, the capillary was rinsed for
.5 min with BGE. At the end of the analysis, the capillary was rinsed
or 5 min with 1.0 mol L−1 sodium hydroxide and for 10 min with
eionized water.

. Results and discussion

.1. Characterization of the complex
Cu2(�-OH)(bpbpmp-NO2)]2[ClO4]2
The complex [Cu2(�-OH)(bpbpmp-NO2)]2[ClO4]2 is cationic in
ature having ClO4

− as the counter anion, as shown in Fig. 1.
he characteristic stretching vibration of ClO4

− was observed
t 1090 cm−1. Furthermore, the IR spectrum exhibited bands
ithin the ranges 3050–2900 cm−1 (aromatic and aliphatic C H),

a
t
t
w
e

ig. 1. Schematic representation of the [Cu2(�-OH)(bpbpmp-NO2)]2[ClO4]2 com-
lex.

608–1430 (C C, C N) and 1330 cm−1 (Ar NO2), which are con-
istent with those observed for the free ligand [25–27]. The band at
380 cm−1 is consistent with the (�-OH) proposed and observed
n the X-ray structure of a similar complex containing the lig-
nd H2bpbpmp-CH3 [28]. The chemical shifts and integration of
he 1H NMR spectrum allowed us to determine the number of

atoms present in the ligand H2bpbpmp-NO2. The electronic
pectra of the complex show a broad band centered at 698 nm
ε = 246 L mol−1 cm−1), typical of d–d copper(II) ion transitions
nd a band centered at 377 nm (ε = 10,525 L mol−1 cm−1) which is
ttributed to the intraligand transition within the p-NO2-phenolate
roup. The ligand-to-metal charge transfer band was not observed
ue to the superposition of the intense p-NO2-aromatic band.

.2. Reaction of the biomimetic complex with chlorogenic acid

The functional models of metalloenzymes for catalyst oxidation
eactions are a very interesting idea and have attracting consid-
rable attention. They have been employed successfully in the
onstruction of sensors, showing high selectivity, stability and per-
ormance compared with those employing the enzyme [22–24].

Fig. 2 shows a schematic representation of the chlorogenic acid
o quinone reaction at the sensor surface with the tetranuclear
u(II) complex incorporated in the carbon paste. The reaction is
ased on the catalytic cycle proposed in other studies [29,30] and
djusted for the reaction involving this acid using the proposed
iomimetic sensor.

The electrochemical behavior of chlorogenic acid using the plain
arbon paste electrode and biomimetic sensor was investigated
y cyclic voltammetry. In this study, cyclic voltammetry measure-
ents were obtained by sweeping the potential between +0.5 and
0.5 V vs Ag/AgCl at a scan rate of 100 mV s−1. Fig. 3 shows the cyclic
oltammograms obtained using these sensors: (a) plain carbon
aste electrode and (b) biomimetic sensor in 1.25 × 10−4 mol L−1

hlorogenic acid in 0.1 mol L−1 phosphate buffer solution (pH 7.0).
s can be observed, the response to the oxidation of chlorogenic

cid to its corresponding o-quinone and the electrochemical reduc-
ion back to chlorogenic acid using the biomimetic sensor, due to
he addition of the [Cu2(�-OH)(bpbpmp-NO2)]2[ClO4]2 complex,
as much better than that of the plain sensor and the carbon paste

lectrode.
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ig. 2. Schematic representation of the reaction involving chlorogenic acid at the se

.3. Influence of the pH and phosphate buffer concentration

To obtain the best biomimetic sensor performance, parameters
uch as pH (5.0–9.0) and concentration (0.01–0.25 mol L−1) of the
hosphate buffer solution were investigated using the square wave
oltammetry technique.

The effect of the pH (5.0–9.0) was investigated in
.80 × 10−4 mol L−1 chlorogenic acid solution. The maximum
athodic peak current was observed at pH 7.0, decreasing at

ther pH values, and this pH was therefore selected for further
xperiments.

The supporting electrolyte is an electrolyte that, when added
n higher concentrations, can give some specific proprieties to the
olution and the interface. The concentration of the supporting

ig. 3. Cyclic voltammograms obtained using (a) plain carbon paste electrode and
b) biomimetic sensor in 9.80 × 10−4 mol L−1 chlorogenic acid in 0.1 mol L−1 phos-
hate buffer solution (pH 7.0) at a scan rate of 100 mV s−1.
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urface with the tetranuclear Cu(II) complex incorporated in the carbon paste.

lectrolyte (0.01–0.25 mol L−1) phosphate buffer solution (pH 7.0)
as studied at 9.80 × 10−4 mol L−1 chlorogenic acid solution. The

urrent increased up to 0.1 mol L−1 and remained constant at higher
oncentrations, thus, the phosphate buffer solution concentration
f 0.1 mol L−1 was selected for further experiments.

.4. Optimization of the SWV parameters

The SWV method offers the best sensitivity and detection
imit of the electrochemical signal. The cathodic peak current is
ependent on various instrumental parameters such as frequency,
ulse amplitude and scan increment. Thus, the effects of these
arameters on the peak current response to 9.80 × 10−4 mol L−1

hlorogenic acid in 0.1 mol L−1 phosphate buffer solution pH 7.0
ere investigated to obtain the best experimental conditions for

he proposed biomimetic sensor.
The influence of the frequency from 10 to 80 Hz on the

iomimetic sensor response was studied. The highest current
esponse was obtained at 30 Hz decreasing for the other values
tudied. Thus, the frequency of 30 Hz was selected for further exper-
ments. When the SWV pulse amplitude was varied between 5.0
nd 100 mV, the peak current increased with increasing amplitude
nd reached a maximum at 100 mV, this value was therefore used
or the subsequent measurements. The effect of the scan increment
as investigated in the range of 0.5–4.0 mV. The current increased
p to 3.0 mV and remained constant at higher values therefore this
alue was chosen as the optimum response. Overall, the optimized
arameters can be summarized as follows: frequency 30 Hz; ampli-
ude 100 mV and scan increment 3.0 mV.

.5. Square wave voltammetry and analytical curve
After the optimization of the experimental parameters, the
nalytical curve obtained with the biomimetic sensor was lin-
ar from 5.0 × 10−6 to 1.45 × 10−4 mol L−1 of chlorogenic acid. The
egression equation was found to be (Ipc = −0.314 + 4.433 × 105

chlorogenic acid]; r = 0.9985), where Ipc is the cathodic current
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Fig. 4. Square wave voltammograms obtained using the proposed biomimetic
sensor for (a) blank in phosphate buffer solution and chlorogenic acid solu-
t −6 −6
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Table 1
Recovery values for chlorogenic acid standard solutions in coffee using the proposed
biomimetic sensor

Sample Chlorogenic acid (mg L−1)

Added Found Recovery (%)

A 6.91 7.12 ± 0.1 103.0
10.34 9.92 ± 0.1 95.9
13.78 13.43 ± 0.2 97.5

B 6.91 7.24 ± 0.2 104.8
10.34 9.74 ± 0.2 94.2
13.78 13.25 ± 0.1 96.1

C 6.91 7.20 ± 0.1 104.2
10.34 10.06 ± 0.1 97.3
13.78 13.99 ± 0.1 101.5

D 6.91 7.33 ± 0.1 106.1
10.34 10.95 ± 0.1 105.8

A

l
f

s
c
s
a
c
1
p
i
p
N
s

D
f
a
t
s
o
c
a

3
b

c
mined applying the standard additions method to overcome the
matrix effects. The results obtained using the proposed biomimetic
sensor were close to those obtained using the capillary elec-
trophoresis method (Table 2). Fig. 5A shows the electropherogram
of the standard solution, and Fig. 5B and C show the electrophero-

Table 2
Determination of chlorogenic acid (mg L−1) in coffee using the biomimetic sensor
and capillary electrophoresis method

Sample Capillary electrophoresis Biomimetic sensor Relative error (%)
ions at the following concentrations: (b) 5.00 × 10 ; (c) 9.98 × 10 ; (d)
.49 × 10−5; (e) 3.97 × 10−5; (f) 4.95 × 10−5; (g) 7.39 × 10−5; (h) 9.80 × 10−5; and (i)
.45 × 10−4 mol L−1 at frequency 30 Hz, pulse amplitude 100 mV and scan increment
.0 mV. Inset: the analytical curve obtained for chlorogenic acid.

eak, [chlorogenic acid] is the chlorogenic acid concentration
n mol L−1, with a detection limit (three times the signal
lank/slope) of 8.0 × 10−7 mol L−1 chlorogenic acid. Fig. 4 shows
hese voltammograms and the analytical curve can be seen in the
nset.

.6. Stability, reproducibility and repeatability

The long-term stability of the biomimetic sensor was investi-
ated by measuring the electrochemical response (cathodic peak
urrents) to 9.80 × 10−4 mol L−1 chlorogenic acid solution (pH 7.0)
ver a 250-day period (over 640 samples were determined for each
uantity of carbon paste used in the syringe). This involved consec-
tive measurements without surface renewal. When the sensor was
tored at room temperature and measurements taken every 1–8
ays, no noticeable change was observed. The high stability could
e associated with the excellent ability of this tetranuclear Cu(II)
omplex to mimic the active site of the catechol oxidase enzyme
nd contributed to its successful use in the construction of the
ensor.

The reproducibility was investigated using three biomimetic
ensors prepared independently, and indicated an acceptable
eproducibility with a relative standard deviation of 10.0% for the
esponse to 9.80 × 10−4 mol L−1 chlorogenic acid solution (pH 7.0).
n addition, the repeatability of the biomimetic sensor performance
as studied and the relative standard deviation was 7.4% for 10

uccessive assays.

.7. Study of selectivity, interference and recovery

Several phenolic compounds such as adrenaline, caffeic acid,
arbidopa, catechol, chlorogenic acid, epigallocatechin gallate, fer-
lic acid, gallic acid, guaiacol, hydroquinone, l-dopa, luteolin,
-coumaric acid, rosmarinic acid, syringic acid, sinapic acid, tan-

ic acid and vanillic acid were investigated, in order to determine
he selectivity of the proposed biomimetic sensor. These com-
ounds, only caffeic acid is present in the coffee samples. The
ensors were sensitive to rosmarinic acid (100%), catechol (92.1%),
hlorogenic acid (80.5%), hydroquinone (78.0%), adrenaline (71.0%),

A
B
C
D

A

13.78 12.85 ± 0.2 93.2

and B = strong coffee; C and D = traditional coffee.

-dopa (22.5%) and caffeic acid (12.0%). No response was observed
or the other phenolic compounds studied.

To evaluate the interference of the biomimetic
ensor, the influence of some possible interfering substance, i.e.
affeic acid, caffeine, citric acid, fructose, glucose, glutamic acid,
ucrose and tartaric acid, on the determination the chlorogenic
cid in coffee was investigated. The ratios of the concentration of
hlorogenic acid to that of each substance were fixed at 1:1 and
:5. Only caffeic acid caused a positive interference (12.0%) when
resent at the same concentration as the analyte. This positive

nterference observed was not critical, because caffeic acid is
resent at lower concentration levels than those investigated.
one of these substances interfered in the proposed biomimetic

ensor.
Vacuum packed roasted and ground coffee (A, B = strong and C,

= traditional) samples containing chlorogenic acid were selected
or the recovery study. For this study, different standard chlorogenic
cid concentrations (6.91, 10.34 and 13.78 mg L−1) were added to
he samples, followed by determination employing the propose
ensor and the calculation of recovery percentage. The recoveries
btained for these samples were 93.2–106.1%, as shown in Table 1. It
an be clearly observed that the recovery results obtained indicate
n absence of matrix effects in these determinations.

.8. Determination of chlorogenic acid in coffee using the
iomimetic sensor and capillary electrophoresis

To evaluate the applicability of the biomimetic sensor, the
hlorogenic acid concentrations of four coffee samples were deter-
444.8 ± 0.1 446.7 ± 0.1 +0.4
545.0 ± 0.1 544.3 ± 0.1 −0.1
522.7 ± 0.1 552.8 ± 0.1 +5.8
746.5 ± 0.1 755.0 ± 0.1 +1.1

and B = strong coffee; C and D = traditional coffee.
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Fig. 5. Electropherogram and UV spectra obtained for chlorogenic acid: (A)
20 mg L−1 standard solution of chlorogenic acid (peak 1); (B) strong coffee
sample; (C) traditional coffee sample. Conditions: 20.0 × 10−3 mol L−1 NaH2PO4,
20.0 × 10−3 mol L−1 STB, and 20.0 × 10−3 mol L−1 SDS. Capillary with 48.5 cm total
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ength and 8.5 cm effective length, hydrodynamic injection reverse pressure 50 mbar
or 6 s in short-end-injection mode, 30 kV positive polarity on the injection side;
5 ◦C; 340 nm.

ram of the strong and traditional coffee samples, respectively. As
an be seen from the data, the results are in agreement at a 95%
onfidence level, within an acceptable range of error and it was
herefore concluded that the biomimetic sensor is suitable for this
pplication.

. Conclusions

In this paper, a biomimetic sensor based on a tetranuclear cop-
er(II) complex was constructed and optimized. This new complex
as successfully synthesized and characterized as a mimetic of cat-

chol oxidase. This sensor showed good long-term stability and

ood performance in terms of sensitivity, detection limit, response
nd linear calibration range. In addition, it was shown to be accu-
ate, reliable, simple and quick to prepare, and of low cost, offering
n alternative analytical procedure for the determination of chloro-
enic acid in coffee.
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a b s t r a c t

Mercury is ubiquitous in the environment and exists in a variety of chemical and physical forms as a
result of both natural and man-made releases. Mercury, and specially, its organic species are toxic being
the subject of much concern. Consequently, significant effort has been made to develop methods for its
determination in environmental and biological samples. The state of the art of the analytical procedures
based on solid-phase microextraction (SPME) and its applications to mercury and organomercury deter-
mination in abiotic and biotic matrixes are critically reviewed. Firstly, sample pretreatment prior to SPME
is evaluated including a description of the most usual leaching procedures for sediment, soil and biolog-
ical samples. Excluding the volatile organometallics that can be directly extracted from the sample by
SPME, usually, those species lack of volatility and then a derivatization step is mandatory prior to gas
chromatographic (GC) determination. The most common derivatization procedures used for mercury will
Derivatization reagents
Matrix effects

be highlighted. The variables usually evaluated along the methodology to improve the sensitivity of the
SPME, such as sampling size, stirring procedures and sampling temperature, polymer coating and thermal

C

f

0
d

desorption have been reviewed.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Since mercury (Hg) become a proved cause of concern due to
ts high neurotoxicity and widespread occurrence, its monitoring
ttracted special attention. Particularly, methylmercury (MeHg),
he most toxic mercury species, can cause severe neurological dam-
ge to humans and wildlife [1,2]. Except for well-documented cases
f severe mercury poisoning such as Minamata Bay [3] or Iraq [4],
umans are generally exposed at non-toxic acute levels. Hence,
otential health risks from low levels of mercury are a subject of

ntense debate and the accurate determination at low concentra-
ion levels is a current analytical challenge.

Mercury speciation in environmental samples requires an
xtraction step that usually involves a liquid–liquid or an acid or
ase digestion prior to detection [5]. Nevertheless, these leach-

ng techniques are non-selective and can promote methylation of
norganic mercury during sample preparation or extraction steps
6].

To accomplish mercury speciation avoiding potential analyti-
al errors, such as unintentional production of MeHg, solid-phase
icroextraction (SPME) in combination with gas chromatogra-

hy (GC) determination [7] is a suitable method. Even though its
oderate selectivity, SPME offers the possibility of a simple, fast,

olvent-free, that can distinguish between organic and inorganic
orms of trace elements.

During the last decade, the use of SPME for the extraction of
nalytes has been firmly established as a valuable alternative over
raditional solid-phase extraction (SPE) techniques. Then, SPME
dvantages such as (a) non-exhaustive extraction technique, (b) low
ost, (c) solventless, (d) reduction of the matrix effects and (e) the
ully automation of the whole process can be highlighted. More-
ver, its application to trace element speciation has been one of the
reas of fast development since mid 1990s. Generally, for trace ele-
ent speciation the analytical procedures based on SPME involve a

erivatization step to transform the ionic species into neutral com-
ounds that are equilibrated with a fiber by its exposure into the
eadspace (HS) followed by thermal desorption in the injector port
f a gas chromatograph.

In this review, we will focus on the analytical procedures based
n SPME of mercury species including abiotic and biotic matrixes.
ritical steps and figures of merit of the different analytical proce-
ures will be evaluated and compared with conventional methods.
ecent trends involving new polymeric coating and sample size
iniaturization will be also presented.

. Sample pretreatment prior to SPME

.1. Aqueous samples

Due to adsorption to the sample container and abiotic or biotic
rocesses that could lead to a redistribution between chemical
pecies, the sample pretreatment is a critical issue in trace Hg
peciation. Several authors investigated the aqueous sample stor-
ge conditions to minimize the degradation–adsorption processes,
hich can lead to biased results. SPME can be a promising approach

or sample storage of trace element species since they can be
orbed onto the SPME fiber. Then, determination of trace element
y SPME in aqueous samples comprises several steps: (a) surro-
ate addition, (b) pH adjustment, (c) derivatization–extraction, and

d) determination. Filtration step is not necessary, avoiding ana-
yte adsorption onto the filter. Then, aqueous phase derivatization
nd SPME are simultaneously performed under vigorous stirring
o increase both the reaction and extraction kinetics. Then, the
ganometallic species are extracted by the SPME while the non-

a
t
m
u
N
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erivatizated species remain in solution because they exhibited
much lower distribution coefficient between the fiber and the

queous phase.

.2. Solid samples

.2.1. Sediment and soil
A mild digestion or leaching technique to liberate the trace

g compounds adsorbed onto the matrix into the liquid phase
s required. Only highly volatile species (i.e. dimethylmercury,
MeHg) can be extracted directly from the headspace in equilib-

ium with the solid sample, otherwise a leaching step is mandatory
rior to the SPME extraction. This leaching procedure usually

nvolves an acid or basic conditions followed by a pH adjustment
o perform the derivatization reaction. Once the leaching process
s completed, an aliquot of the digested sample is transferred to
nother vessel where derivatization–extraction step is performed.
or organomercury speciation, MeHg was extracted from marine
ediments using microwave-assisted acid extraction or digestion
8]. Alternatively, MeHg was extracted from soil with subcritical
ater extraction [9], immersion in acetic acid/acetate buffer solu-

ion (pH 3, 24 h) with few drops of concentrated nitric acid for
ediment [10] and soil [11].

.2.2. Biota
For the determination of Hg species in biological matrixes, some

ethods use either HCl leaching from human hair [12], or basic
igestion under sonication [13] or shaking for 4 h [14]. HCl 3 M
1 h) for fish tissue [14,15] or immersion in acetic acid/acetate buffer
olution (pH 3, 96 h) with few drops of concentrated nitric for mink
air or skin [10] were described. Alternatively, microwave digestion
as also been developed for the determination of MeHg in biological
pecimens [16].

. Derivatization reactions used in trace Hg speciation

.1. Alkylation–phenylation reactions

Traditional derivatization techniques have been based on the
rignard reaction, such as the identity of ethylmercury that
as confirmed by converting EtHg+ ion extracted from sediment

amples to ethylbutylmercury (EtHgBu) using the Grignard deriva-
ization and final chromatographic analysis [17]. However, the
arget species must first be extracted into a non-polar, aprotic
olvent and then dried prior to derivatization, rendering sample
reparation tedious and time consuming.

Although a variety of alkylation reactions have been used in
race element speciation, the most widely used method for mer-
ury is by far ethylation and in less extent propylation by using
odium tetraalkylborates (i.e. NaBEt4 or NaBPr4). Tetraalkylborate
ompounds have gained great popularity as derivatization reagents
or the speciation analysis of organomercury compounds as the
eaction is accomplished in aqueous solution. This reduces anal-
sis time and minimizes the use of organic solvents, which is one
f their main advantages in comparison to Grignard reactions that
equire strictly anhydrous conditions.

Table 1 summarizes the derivatization procedures used in the
PME–GC methods. The most commonly used aqueous phase
erivatization procedures are ethylation with sodium tetraethylbo-
ate (NaBEt4), propylation with sodium tetrapropylborate (NaBPr4)

nd phenylation with sodium tetraphenylborate (NaBPh4). Ethyla-
ion does not let to distinguish between ethylmercury and inorganic

ercury (Hg2+). Moreover, stability of the ethylation solution is
nsatisfactory and degradation can occur within hours [18]. Both
aBPh4 and NaBPr4 are commercially available and combine two
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Table 1
SPME parameters for mercury speciation with GC separation

Analyte Matrix Technique Derivatizing agenta Fiber/extraction time LOD (ng/L) Reference

DMeHg Gas condensate MIP-AES No derivatization 100 �m PDMS/30 s 240 [36]
Hg2+ 560
DMeHg, DEtHg Water MIP-AES No derivatization 100 �m PDMS/20 min 30–144 [42]
DMeHg, DEtHg 25–123
MeHg Water AED NaBPr4 65 �m PDMS–DVB/5 min 0.016 [24]
Hg2+ Seawater ICP-MS NaBEt4 100 �m PDMS/5 min 1.6 [30]
MeHg 0.11
Hg2+ Seawater ICP-MS NaBPr4 100 �m PDMS/5 min 0.35 [30]
MeHg 0.17
Hg2+ Seawater MIP-AED NaBPh4 100 �m PDMS/5–45 min 100–300 [22]
MeHg, EtHg
MeHg Water AFS NaBEt4 100 �m PDMS/5 min 3.0 [14]

Fish tissue 6.6
Hg2+ Water EI-MS NaBEt4 100 �m PDMS/15 min* 3.5–8.7 [13]
MeHg Fish tissue 7.5–6.7
MeHg Soil AAS KBH4 Fused silica/1.5–2 h 16b [11]
EtHg 12b

PhHg 7b

MeHg Soil MS NaBEt4 100 �m PDMS/15 min 5 [9]
Hg2+ Biological MIP-AES NaBPh4 100 �m PDMS/15 min* 860 [23]
MeHg 120
Hg2+ Fish tissue FAPES NaBEt4 100 �m PDMS/20 s* 60 [52]
MeHg 160
Hg2+ Fish tissue FAPES NaBPr4 100 �m PDMS/40 s* 20 [18]
MeHg 60
EtHg 30
MeHg Fish tissue FAPES NaBPh4 100 �m PDMS/600 s* 650 [18]
EtHg 3500
MeHg Fish tissue ICP-MS No derivatization 65 �m PDMS-DVB/10 min 160 [15]

190
MeHg Fish tissue AAS No derivatization 65 �m PDMS-DVB/90 min 60 [34]
MeHg Fish tissue AAS NaBH4 Fused silica/50 min 400 [34]
MeHg Biological samples, sediments AAS KBH4 Fused silica/1.5–2 h 26b [10]
MeHg Fish tissue Py-AFS NaBPr4 100 �m PDMS/12 min 10c [25]
MeHg Biological samples ICP-MS NaBEt4 100 �m PDMS/15 min 4.2d [16]
Hg2+ Biological samples ICP–TOF-MS NaBEt4 75 �m CAR–PDMS/8 min 0.27d [38]
MeHg 0.027d

Hg2+ Urine EI-MS NaBEt4 100 �m PDMS/15 min 93 [55]
MeHg 303
Hg2+ Human

hair
Py-AFS NaBEt4 100 �m PDMS/10 min 80c [12]

MeHg 50c

MeHg Fish tissue ID–GC–MS NaBPr4 100 �m PDMS/10 min 37c [28]
MeHg Fish tissue ID–GC–ICP-MS NaBPr4 100 �m PDMS/10 min 2.1c [29]
MeHg Fish samples ID–GC–EI-MS NaBPr4 DVB-CAR-PDMS, 50 �m/30 �m 28c [46]

MeHg, methylmercury; DMeHg, dimethylmercury; DEtHg, diethylmercury; NaBEt4, sodium tetraethylborate; NaBPr4, sodium tetrapropylborate; NaBPht4, sodium
tetraphenylborate; NaBH4, sodium tetrahydroborate; KBH4, potassium tetrahydroborate; DVB, divinylbenzene; AAS, atomic absorption spectroscopy; AED, atomic emission
detector; AES, atomic emission spectrometry; Py-AFS, pyrolysis-atomic fluorescence spectrometry; EI-MS, electron impact ionization-mass spectrometry; FAPES, furnace
atomization plasma emission spectrometry; ICP-MS, inductively coupled plasma-mass spectrometry; MIP, microwave induced plasma; PDMS, polydimethylsiloxane; TOF-MS,
time-of-flight mass spectrometry.

a In all the cases acetate buffer solution was employed, for alkylation or phenylation at pH 4–5 and for hydride generation pH 3. All the extractions were performed in the
H
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S mode except (*) that were carried out also in the DI.
b Absolute detection limit.
c ng/g.
d pg/g.

ajor advantages: ease of handling for in situ derivatization and
xtraction, and the possibility of distinguishing between ethyl-
nd inorganic mercury derivatives. The reagent solutions are also
ore stable than those of NaBEt4, but after a long storage time

1 month) they also become inactive [19,20]. Phenylation using
aBPh4 was firstly proposed by Luckow and Russel [21] as a
eans for achieving direct phenylation of mercury species such

s MeHg and Hg2+ in aqueous solution. Then, phenylation is able
o distinguish between EtHg and Hg2+, but equilibration time,
hich is the time required for the amount of analyte extracted to
each a steady-state, is longer compared to ethylation and propy-
ation, thus restricting sample throughput [18]. This method was
urther studied with some applications for the determination of

ethyl-, ethyl- and inorganic mercury compounds in seawater
22] or biological samples [23]. Finally, propylation with NaBPr4,

d
s
a
t
m

hat was firstly reported by De Smaele et al. [20]. It does not
how the former drawbacks and has been, therefore, used for opti-
ization of HS–SPME of MeHg throughout recent investigations

24,25].
The alkylation reaction yield depends on the pH of the medium.

sually the acetic/acetate buffer is used to bring the pH near to a
alue of 5 but also citrate buffer has been employed for trace level
etermination of organic mercury species. The amount of NaBEt4

s strongly dependent on the matrix since it can react with some
f its components. In addition, alkaline ions also might depress the

erivatization yield, which can be particularly relevant in case of
peciation studies in seawater. In case of aqueous matrixes, the
mount needed is in the range of 0.8–1.0 mL of 1% (w/v) solu-
ion for a 150 mL sample. The reaction time is around 5 min under

echanical agitation.
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Taking into consideration the variability in the derivatization
ield according with the matrix, a structurally related compound
r isotopically labelled surrogates are strongly recommended to
orrect concentration by their recovery. Nevertheless, if the surro-
ate does not possess a similar reactivity, this recovery correction
ould lead to invalid results.

In a validation study of aqueous ethylation with NaBEt4, using
sotopically labelled MeHg where the spike compound is Me201Hg+

ollowed by GC–ICP-MS determination, it was found that, in
alide-containing solutions, a dealkylation of MeHg into elemen-
al mercury occurred during ethylation [26]. That reaction does not
ccur with NaBPr4 [20]. Moreover, NaBPr4 has already been tested
or the determination of MeHg in fish tissues by SPME using iso-
ope dilution (ID) GC/MS [27–29]. Moreover, mercury speciation in
eawater at sub-ppt levels with detection limits (LOD) down to a
ew picogram per liter for both Hg and MeHg have been achieved
30].

Despite ethylation with NaBEt4 is nowadays the most widely
sed derivatization reagent, phenylation with NaBPh4 [19,30–32]
as been evaluated. The advantages of using phenylation with
aBPh4 over ethylation with NaBEt4 are few. The prefer-
nce of the latter reagent allows MeHg, EtHg and inorganic
ercury (Hg2+) to be distinguished and concurrently deter-
ined. In fact, the phenylic forms of mercury do not occur

n nature and the anthropogenic sources of phenyl mercury
erivatives are negligible. In addition these forms are rela-
ively stable and the reagent has a low cost. Anyway, their use
or final SPME application has been tested for inorganic and
rganomercury compounds in seawater [22] and biological sam-
les [23,33].

.2. Hydride generation

Because of the high reactivity of metal hydrides, few researchers
ave reported results on the headspace sampling determination
f metal hydrides using SPME techniques. Jiang and co-workers
10,11] developed a sampling method for organomercury species
ased on hydride generation using potassium tetrahydroborate
KBH4) reagent. A home-made SPME device including a capil-
ary fused-silica fiber was employed. The bottom (4 cm) of the
used-silica fiber, which was used to absorb the sample, was pre-
reated with concentrated hydrofluoric acid (HF) for 3.5 h and
onditioned at 200 ◦C for 2 h. Further increases in this treat-
ent time rapidly decreased the extraction capacity of the

ber. The optimum extraction time is relatively long and was
eported to be 1.5–2 h. In this case, extraction is based on sur-
ace interactions between the organomercury hydrides and the
reated fused-silica fiber; since it is mainly an adsorption phe-
omenon.

Later on, Bendicho and co-workers [34] compared chlo-
ide and hydride generation and headspace sampling of the
olatile MeHg products. In this work, an easy-to-handle cou-
ling of SPME and AAS without chromatographic interface, in
ombination with a rapid and selective ultrasound assisted
rocedure, was assessed for the determination of MeHg in
eafood. Two different strategies for headspace sampling were
ried (i.e., generation of the chloride or the hydride derivative)
nd different sorption materials (polydimethylsiloxane, PDMS;

DMS–divinylbenzene (DVB); fused silica and modified silica
ith l-cysteine, diethyldithiocarbamate and palladium nitrate)
ere compared. Best LODs were provided by the silica fiber

or hydride (400 ng/L) and by the PDMS/DVB fiber for chloride
60 ng/L).

i
t
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i
(

ta 77 (2008) 21–27

.3. Direct determination

Neutral organometallic species are sufficiently volatile, then
hey can be sampled by SPME and determined by GC without a
erivatization step [35]. For mercury species, a method for the
etermination of DMeHg in natural gas condensates with very short
ampling times (30 s) was developed [36]. In this study, selective
icrowave induced plasma atomic emission detection (MIP-AED)

ystem was used. However, serious problems were reported due to
he extremely complex matrix analyzed including volatile organic

aterial, which is also extracted with the DMeHg.
On the other hand, Mester et al. [15] reported the coupling of

PME with ICP-MS for the determination of mercury species. They
tilized an SPME fiber coated with PDMS/DVD co-polymer and tried
oth direct liquid immersion and headspace extraction of a MeHg
olution which was previously saturated with sodium chloride. This
ethod was based on the relatively high vapor pressure of MeHg

hloride. Sample introduction into an ICP-MS was achieved with an
nique thermal desorption interface, consisting of a heated glass-

ined splitless-type GC injector placed directly at the base of the
orch to minimize the length of transfer line, which was provided
or fast desorption and high sample introduction efficiency. The
ovelty of the method was that speciation could be achieved with-
ut employing any separation method (GC or HPLC), and was based
ntirely on the selectivity of the extraction procedure and the detec-
ion technique. Detection limits of 160 and 190 ng/L were obtained
or direct and headspace sampling, respectively.

Hashemi and Rahimi [37] utilized a new simple and highly sen-
itive method for HS–SPME coupled with electrothermal atomic
bsorption spectrometric (ETAAS) for the determination of mer-
ury. A gold wire, mounted in the headspace of a sample solution
n a sealed bottle, is used for collection of Hg vapor generated
y addition of sodium tetrahydroborate (NaBH4). The gold wire is
hen simply inserted in the sample introduction hole of a graphite
urnace of an ETAAS instrument. By applying an atomization tem-
erature of 600 ◦C, Hg is rapidly desorbed from the wire and
etermined with high sensitivity. The method was applied for

ndustrial wastewaters and tuna fish samples with a LOD of 6 ng/L
nd a precision better than 4.6% (RSD, relative standard deviation).

. Speciation of Hg with SPME

Speciation studies for Hg by using SPME have been carried out
ostly by using PDMS as preconcentration polymer since trace ele-
ent species are mainly analyzed as methyl or ethyl derivatives.

he species determined and the analytical conditions are reported
n Table 1. The following variables have been evaluated to improve
he extraction efficiency.

.1. Extraction procedure

Headspace or direct sampling from the aqueous sample is the
wo procedures for trace element speciation with SPME. Given that
thylated trace element species have a relatively high volatility,
eadspace sampling is the preferred extraction procedure since
arryover effect is minimized and fiber life-time increased. Deriva-
ization reagents are used in the aqueous phase and they affect
o the stability when it is exposed to high temperatures in the
njector port during the desorption process [13]. The sensitivity

n headspace analysis depends on their distribution coefficients,
he longer the alkyl chain, the higher the sensitivity since they
ossess a higher distribution coefficient. The highest sensitiv-

ty was obtained for the propylated and phenylated derivatives
Table 1). The differences in the SPME response among the differ-
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nt organomercury compounds according to the alkylation degree
re even higher if they are underivatized or are analyzed as chlo-
ides [34]. The use of adsorption fibers such Carboxen (CAR)–PDMS
24,38,39] or PDMS–DVB allows a higher extraction yield in com-
arison with PDMS for the shorter alkylchain organometallics and
ydride derivatives [39].

Extraction time in SPME depends on the sample diffusion and
he sampling procedure, either headspace or direct sampling by
mmersion of the SPME fiber in the aqueous sample. In some cases,
eadspace sampling is more time consuming than direct immer-
ion and equilibrium conditions are not completely reached but it
s preferred in terms of sensitivity and fiber lifetime.

Salting out effect has been evaluated in case of mercury species
MeHg and Hg2+) [13] but it did not increase the extraction effi-
iency of the target analytes.

.2. Extraction temperature

The equilibrium between the analyte sorbed into the SPME fiber
oating and the concentration in the sample solution depends on
oth the solubility of analyte in the aqueous phase and its sorption
ffinity onto the SPME fiber coating. Increasing the temperature
ill increase the partial vapor pressure of analytes in the headspace

ut simultaneously decrease the distribution constant on to the
ber-headspace. In this regard, no significant improvement in the
mount extracted of MeHg by the fiber was found when higher
emperatures (35 or 50 ◦C) were investigated [12,13]. Moreover, it
eems that MeHg extraction is significantly reduced by increasing
he extraction temperature [25].

.3. Polymer coating and fiber film thickness

The type and thickness of the coating material is probably the
ost important feature determining the analytical performance

f SPME. The fiber film thickness plays an important role in the
xtraction and desorption kinetics. Hence, thicker coatings result
n longer extraction times because diffusion is slow within the
olymer phase, adsorption process is slower and higher desorption
emperatures are needed [35].

Because of its high stability, the most popular fibers are those
oated with 7–100 �m PDMS and PDMS combined with other poly-
ers. PDMS fibers extract samples via absorption of analytes, which

issolve and diffuse into the coating material. The use of a thicker
ber needs a longer extraction time, however recoveries are gener-
lly higher. Accordingly, when thinner fibers are used (7 �m), the
mount of analyte absorbed is lower and for most of the appli-
ations, the 100 �m film thickness is used because trace level
etermination of trace Hg species is required.

In addition to liquid polymeric coatings, other materials
ave been developed. Then, Carbowax (CW)–DVB, CAR–PDMS,
VB-CAR-PDMS and PDMS–DVB are mixed coatings where the
xtraction occurs via adsorption of analytes. The CAR–PDMS coat-
ng is a special case comprising a mixed carbon-phase containing

icro and mesopores and has been particularly effective for the
eHg extraction [39].
The PDMS (100 �m) has been successfully employed for

rganomercury species. Furthermore, PDMS–DVB (65 �m) was
sed for the determination of MeHg and DEtHg in fish tissues
15] with direct immersion or headspace sampling getting simi-

ar LODs and RSDs; and MeHg in water samples with the lowest
ODs (0.016 ng/L) ever reported [24]. Finally, DVB/CAR/PDMS was
pplied for multielement determination including lead and tin
rganometallics (TML, TEL, MBT, DBT and TBT) and mercury species
MeHg, Hg2+) [40].
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As it was described before, Jiang and co-workers [10,11] devel-
ped a new pretreatment of the silica as an alternative to
ommercial polymer coated by immersing the bottom 5 cm of
used-silica in concentrated HF. The adsorption efficiency increased
nitially with the pretreatment time, reaching a maximum between

and 4.5 h, but if the pretreatment process was longer than
.5 h, the extraction efficiency dropped quickly because the sur-
ace can be destroyed by concentrated HF. In this case, extraction,
hich is based on surface interactions between the organomer-

ury hydrides and the treated glass, was reported to be too
ong (2 h) and predominantly is an adsorption phenomenon.
n the other hand, also described before, gold wires 2 cm in

ength and with diameters of 0.75 and 0.4 mm were used for the
icroextraction of Hg vapor [37]. As an alternative for liquid-

hase and solid-phase coatings and fused silica, gold wires were
uccessfully applied for industrial wastewaters and tuna fish sam-
les.

.4. Thermal desorption

Injection port temperature is critical for Hg speciation with GC
ince an inappropriate temperature could cause thermal decom-
osition or insufficient desorption of Hg species [12–14,41]. The
esorption temperature has some effects on the peak areas of
g species, especially for MeHgEt. It has been reported that the
eak area of MeHgEt decreased with temperatures from 150 to
50 ◦C [14] or from 170 to 210 ◦C [12]. These results clearly indi-
ate that MeHgEt is decomposed to Hg0 at temperatures higher
han 150–170 ◦C. Consequently, in case of MeHg lower injector port
emperatures (i.e. 170 ◦C for PDMS) are strongly recommended in
rder to minimize its thermal degradation.

. Linearity range, detection systems, selectivity, sensitivity

Speciation of organomercury compounds is most commonly
erformed by GC coupled to MS, AAS, AFS, CVAFS, ICP-MS, MIP-
ES or furnace atomization plasma emission spectrometry (FAPES)
ith excellent sensitivity and selectivity.

GC coupled with MIP-AES detection is a highly sensitive tech-
ique for the determination of DMeHg and DEtHg with a working
ange in the �g/L and ng/g levels [42]. The main problem seems
o be the conservation of environmental samples to avoid losses
f these highly volatile species while sampling and storage. For
g and MeHg quantification in seawater samples the lowest LODs
ere obtained by using ICP-MS. Ethylated and propylated mercury

pecies analysis were tested to achieve LODs down to 2 ng/L for
oth [30] while precision was always better than 5% at a level of
00 ng/L of both species (Table 1). The lowest LODs were achieved
y ICP-MS–TOF [39]. Finally, it should be pointed out the work per-
ormed by Geerdink et al. [24] where the LOD was 16 pg/L MeHg
nd the RSD was found to be 5%, whereas linearity of the GC–AED
ethod was established over at least three orders of magnitude in

he range 0–2000 pg/L.
Sturgeon and co-workers [18] compared aqueous phase ethy-

ation, propylation and phenylation for MeHg determination by
S–SPME. Derivatizing agents were evaluated for use in speciating
ercury in biological samples using SPME–GC–FAPES. Propylation

roved to lead to lower LODs, robust and faster than the other ones.
n this concern, Bravo-Sanchez et al. [30] also reported a 50–200%

mprovement in LODs for both inorganic- and MeHg when propy-
ation was used instead of ethylation using HS–SPME.

For the determination of organomercury compounds in soils
rom orchards and wheat fields, He and Jiang [11] employed
PME–GC–AAS with absolute LODs for methyl-, ethyl- and



2 / Talan

p
0
o
f
[
e
m
p
m

a
c
8
l
i
(
o
F
d
f
m
t
t
s
t
a
F
h
i
4

6

t
c
o
t
a
r
b
c
i
s
t
S
d
d
fi
m
t
T
s
h

d
i
g
p
c
m
s
g
d
o

f
t
c
c
e
b
b
c

e
t
w
a
c
[
d
(
i

t
s
s
i
o
t
i
e
m
a
i
s
c
p

m
s
e
I
t
e
f
i
m
c
a
t
p
b
e
r
d

7

d
M

6 S. Díez, J.M. Bayona

henylmercury of 16, 12 and 7 ng, respectively and a range of
.04–0.64 �g/g are detected in soils from different sites. On the
ther hand, extracted MeHg from spiked soil samples was per-
ormed by GC–MS after thermal desorption with a LODs of 5 ng/L
9]. An interesting application described by Gotzl and Riepe [43]
mployed a homemade SPME fiber for the aqueous phase enrich-
ent of Hg. An ion-exchange material was glued to the tip of a small

lastic rod and used it to preconcentrate mercury prior to photo-
etric detection. The LOD is 300 ng/L of mercury in soil eluates.
In biological samples, Rodil et al. [23] employed headspace SPME

nd phenylation in conjunction with GC–MIP-AES with LODs and
oncentrations ranges of 120 and 200–3000 ng/L for MeHg; and
60 and 1000–8000 ng/L for inorganic Hg. Davis et al. [16] uti-

ized headspace SPME GC–ICP-MS for the determination of MeHg
n biological specimens and NIST Standard Reference Materials
SRMs) and reported an extremely low LOD of 4.2 pg/g based
n 0.5 g sub-samples of material. Both Mester et al. [15] and
ragueiro et al. [34] employed SPME sampling with direct intro-
uction of desorbed analyte into an atomic spectrometric detector
or determination of MeHg. In both cases a custom designed ther-

al desorption interface was used and the analyte vaporized from
he fiber was introduced into either an ICP-MS [15] or quartz
ube-atomic absorption spectrometer [34]. Mester et al. [15] used
aturated NaCl solution for the MeHg–Cl sampling directly from
he aqueous phase with LODs of 160 ng/L for direct sampling and
n upper range of linearity of 300 ng/mL using a 65 �m PDMS fiber.
ragueiro et al. [34] compared chloride and hydride generation and
eadspace sampling of the volatile MeHg products where the cal-

bration curve was linear up to 20 ng/mL and LODs were 60 and
00 ng/L (as MeHg) for MeHgCl and MeHgH, respectively.

. Matrix effect and calibration procedure

For low-level Hg speciation, SPME is a convenient alternative
o other extraction methods because it integrates extraction, con-
entration and sample introduction into a single step without use
f solvent reducing the possible interferences in the final detec-
ion. However, matrix effects can strongly affect to the quantitation,
nd hence the accuracy and precision can be compromised. In this
egard, the HS–SPME approach seems to avoid the matrix effects
ecause the fiber is not directly contacted with the matrix. In
omparison with direct immersion, the HS reduces the possibil-
ty of interferences but not completely. In fact, HS was slightly less
ensitive than immersion sampling for species-specific determina-
ion of MeHg [15] but offered a large linearity range. Immersion
PME was severely influenced by the matrix that leads to a 70-fold
ecrease in sensitivity. Thus, standard addition calibration proce-
ures should be used with SPME. To avoid interferences, firstly a
ber blank should to ensure that neither the fiber nor the instru-
ent cause interferences with the determination. Conditioning of

he fiber should be usually accomplished by desorption in a GC.
his operation ensures that the fiber does not introduce interfering
pecies and it has to be repeated after analysis of any sample with
igh amounts of high molecular weight compounds.

Standard addition calibration, external calibration and isotope
ilution are the usual methodologies to resolve matrix effects dur-

ng quantification. In many cases, when the matrix is simple (e.g.
roundwater) calibration might not be necessary, since the appro-
riate distribution constants, which define the external calibration
urve, are available in the literature or can be calculated from chro-

atographic retention parameters. However, in complex-matrix

amples (e.g. seawater or biological), the slope of the calibration
raph differs from that obtained for standard solutions because the
istribution constants depend on the composition and the polarity
f the samples and the solutions.

o
M
2
1
o
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Standard addition calibration is the most common methodology
or the determination of trace levels of Hg in complex environmen-
al samples in which matrix effects have been observed. In some
ases, to evaluate matrix effects standard addition and external
alibration have been compared [25]. In seawater, where matrix
ffects are obvious [30], standard addition calibration turned out to
e mandatory for the reliable quantification of the mercury species
ecause the simple use of an internal standard was insufficient to
ompensate for this strong effect.

On the other hand, the addition of water can reduce the matrix
ffect and enhance the release of analytes from the matrix. In fact,
he matrix effects could be simply overcome by diluting the sample
hen the target analytes are in relatively high concentration and

nalysis could be performed with an adequately sensitive analyti-
al system. Thus, dilution of the digest was successfully employed
33] in a cost-efficient analytical method based on alkaline sample
igestion (KOH and NaOH), followed by aqueous phase phenylation
NaBPh4) derivatization and SPME for the determination of MeHg
n typical fish-containing food samples.

Application of species-specific isotope dilution (ID) determina-
ions has been limited due to the need to synthesize species-specific
pikes. In this regard, the recent certification of spike solutions
uch as 198Hg [27] and 202Hg-enriched spike solutions [44] and
ts commercial availability have opened new venues for the use
f ID analysis as a routine technique. Thus, one of the main advan-
ages is that the matrix effects are accounted for since quantization
s done by ratio measurements. ID enables correction of differ-
nces between derivatization efficiencies in complex matrices. In
ost cases, the use of species-specific isotope dilution, it should

void the calibration by standard addition, which is time consum-
ng. In addition to providing the highest accuracy and precision,
pecies-specific isotope-dilution analysis also enables tracking and
orrection of possible species transformations during the analytical
rocedure [28,29,45,46].

Finally, it should be pointed out that multiple solid-phase
icroextraction (MSPME) is a stepped procedure (in both immer-

ion and headspace modes) suitable for avoiding matrix-effect
rrors in quantitative analyses of complex matrix samples by SPME.
t is based on calculating the amount of analyte corresponding
o complete extraction using the peak areas of a few consecutive
xtractions from the same sample [47]. Moreover, when is per-
ormed in the headspace mode, multiple headspace MHS–SPME
s an interesting approach [48] that can be used to overcome

atrix-effect errors in the quantitative determination of volatile
ompounds, particularly in solid samples, to which the standard
ddition method is unsuited. For liquid samples, the only advan-
age over the standard-addition method is the reduction in sample
reparation. Applications to organomercury compounds have not
een addressed yet; however potential applications including
xtraction of volatiles and semivolatiles (e.g. DMeHg) from envi-
onmental and physiological samples might be expected in future
evelopments.

. Validation

A point of primary importance before the application of the
eveloped analytical procedures is their validation. Reference
aterials (RMs) are available for MeHg in fish. To date, devel-
ped speciation studies using SPME have been validated in case of
eHg in biological samples by DORM-2, DOLT-2, TORT-1 or TORT-
[8,14,18,25] SRM1566b (MeHg in oyster tissue) [8,16] and SRM

946 Lake Superior Fish Tissue [16] and sediments SRM 1646a [8]
r MeHg in human hair by NIES 13 [12,49].
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Table 2
Validation of the organomercury content in biological certified reference material
(CRM) DORM-2 by different SPME methods

CRM MeHg Reference

DORM-2 (ng/g as Hg) 4470 ± 320a [56]
GC–AFS (n = 3) 4060 ± 140 [14]
GC–MIP-AES (n = 2) 4710 [8]
GC–FAPES (n = 3) 4460 ± 20b [52]
GC–FAPES (n = 3) 4370 ± 70c [18]
GC–ICP-MS (n = 5) 4720 ± 160 [15]
ID–GC-MS (n = 4) 4336 ± 91 [28]
ID–GC–ICP-MS (n = 4) 4484 ± 29 [29]
CG–Py-AFS (n = 3) 4850 ± 210 [25]
CG–ICP–TOF-MS (n = 3) 4280 ± 210 [39]
CG–MIP-AES (n = 6) 4496 ± 250 [23]
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[54] J. O’Reilly, O. Wang, L. Setkova, J.P. Hutchinson, Y. Chen, H.L. Lord, C.M. Linton,
a Certified value.
b Derivatization with NaBEt4.
c NaBPr4.

For MeHg determination in biological matrixes by SPME, DORM-
(dogfish muscle tissue) has been widely used for validation. The

PME–GC–MIP-AES method also provides a significant improve-
ent compared with previous methods used for the certification of
eHg in mussel tissues SRMs [50,51]. Nevertheless, the GC–FAPES
ethod [52] seems to be the most accurate offering an improve-
ent over GC–AFS [14], GC–MIP-AES [8], GC–ICP-MS [15] or even

ver isotope dilution technique, ID–SPME–GC–MS [28] as it is
hown in Table 2. It should be emphasized that the use of isotope
ilution GC–ICP-MS [29] provides similar results, but generally is an
xpensive technique and isotopic enriched standards are not widely
vailable. In addition, when the ID–SPME–GC–MS is applied with
n isotopic element enriched spike, the mass balance equations
hould take into account the contributions of proton losses from
he alkyl substituents, which add complexity into the calculations
30,40].

. Concluding remarks

Applications of SPME to trace Hg speciation (metal and
rganometallic) are growing. Headspace–SPME sampling is defini-
ively becoming popular, as this allows for easy and rapid
xtractions that avoid the use of solvents. Several methods can
etect low nanogram or picogram per liter levels of organomer-
ury species in water. One of the more sensitive methods developed
ncludes the use of a CAR–PDMS fiber for speciation analysis of Hg
t ultra-trace levels on the basis of SPME.

On the other hand, the method automation is another important
spect to increase the sample throughput and results reliability.
urrent developments in SPME automation allow the possibil-

ty to perform derivatization and extraction sequentially by using
wo robotic systems [53]. This topic has been recently reviewed
54]. This review discusses developments and future challenges in
he automation of SPME, including discussion of recent develop-

ents that may have significant implications for automation such
s superelastic fiber assemblies and internally cooled fiber-SPME.

Applications into more severe sampling environments, design-
ng more robust fiber coatings, enhancing detection capabilities and
ecuring calibration and validation strategies are new challenges
nd trends in speciation studies of Hg using SPME.
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a b s t r a c t

Quantitative Structure-Retention Relationship (QSRR) studies were performed for predicting the retention
times of 43 constituents of saffron aroma, which were analyzed by solid-phase micro-extraction gas
chromatography–mass spectrometry (SPME-GC–MS). The chemical descriptors were calculated from the
molecular structures of the constituents of saffron aroma alone, and the linear and non-linear QSRR models
were constructed using the Best Multi-Linear Regression (BMLR) and Projection Pursuit Regression (PPR)
methods. The predicted results of the two approaches were in agreement with the experimental data. The
coefficients of determination (R2) of the linear BMLR model were 0.9434 and 0.8725 for the training and
test sets, respectively. The other non-linear PPR model gave a more accurate prediction with R2 values
Saffron
SPME-GC–MS
Best Multi-Linear Regression (BMLR)
P

of 0.9806 (training set) and 0.9456 (test set). The proposed models could also identify and provide some
insights into structural features that may play a role on the retention behaviors of the constituents of
saffron aroma in the SPME-GC–MS system. This study affords a simple but efficient approach for studying
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rojection Pursuit Regression (PPR) the retention behaviors of

. Introduction

Saffron, the dried and dark-red stigma with a small portion of the
ellowish style attached of Crocus sativus L., belongs to the Iridaceae
amily, and grows natively in Europe, Asia, and the Middle East
1,2]. It is a very expensive spice used mostly as a herbal medicine
r a food coloring and flavoring agent in parts of the world [3–5].
hree main chemical compounds have been identified in saffron,
he bright red coloring carotenoids, picrocron and safranal. In fact,
reshly picked saffron is odorless, but the odoriferous substances
evelop a very pleasing flavor during the drying procedure. Most of
he flavor compounds are formed by thermal and enzymatic degra-
ation of picrocrocin [6]. Safranal and isophorone derivatives are
he chief flavor components of the essential oil and are responsi-
le for the characteristic of saffron aroma [7,8]. Nowadays, saffron

s becoming more and more popular as a colorant for foodstuffs
ainly due to its aromatic and flavoring properties.

Solid-phase micro-extraction (SPME) is a relatively new sample

reparation technique that has been steadily increasing in popu-
arity since its development by Arthur and Pawliszyn [9]. The SPME

ethod is a particularly promising tool, which involves the use of a
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r similar plants and herbs.
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ber coated with GC packing material for the extraction of sample
olecules from their matrix [10]. It is also a useful sample prepara-

ion technique for the analysis of volatile and semi-volatile analytes.
his method is most often coupled with gas chromatographic sepa-
ation and mass spectrometric analysis (GC–MS), which is a method
ommonly used in food volatile analysis [11–15]. The SPME-GC–MS
ethod was utilized by D’Auria to separate the aroma constituents

f saffron [16] based on its solvent free sample processing, sensi-
ivity and reliability.

Quantitative Structure-Retention Relationship (QSRR) is a statis-
ical method linking the chromatographic retention behaviors of a
eries of analytes and their structures [17–19]. The advantage of this
pproach over the other methods lies in the fact that the descriptors
sed to build models are obtained only from the structures of the
nalytes, and it only depends on few experimental properties. The
ain objectives of the QSRR studies are to find mathematical mod-

ls that are related to the retention behaviors of the given analytes
nd their physicochemical and structural parameters. In addition
o their practical application in optimization strategies, the QSRR

odels can help us to gain insight into the separation mechanism
hat occurs at the molecular level [20–23]. At the same time, this

ind of study can indicate the important structural factors that play
role in the determination of the retention behavior. The aims of

his work were to establish a robust QSRR model that could be used
or the prediction of the known aroma constituents of saffron; and
o seek the most important structural features that were related to
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Table 1
Experimental and predicted logarithm of retention times for the constituents of
saffron aroma

No. Compounds log tR
a BMLRb PPRc

1 2-Methylpropanal 0.350 0.357 0.376
2 Acetic acid 0.371 0.370 0.328
3 3-Methylbutanal 0.378 0.431 0.416
4* 2-Methylbutanal 0.474 0.476 0.469
5 1-Pentanol 0.573 0.604 0.542
6 Hexanal 0.635 0.701 0.643
7 1-t-Butylcyclopentadiene 0.782 0.963 0.880
8* Heptanal 0.811 0.818 0.802
9 2(5H)-Furanone 0.828 0.838 0.821

10 4,4-Dimethylcyclopentenone 0.829 0.900 0.888
11* Octanal 0.941 0.906 0.936
12* b-Phellandrene 0.961 0.984 0.997
13 6-Methyl-5-hepten-2-one 0.965 0.945 0.933
14* 3,5,5-Trimethylcyclohex-3-en-1-

one
0.980 0.951 1.003

15 2,5-Dimethyl-2,4-hexadiene 0.990 0.883 0.978
16 1-(1-Methylethyl)-4-methyl-2,4-

cyclohexadiene
1.001 1.018 1.018

17 1,3,5-Trimethylbenzene 1.003 1.010 0.959
18 Benzaldehyde 1.026 0.993 1.003
19 1,1,3-Trimethylcyclopentadiene 1.033 0.999 1.014
20 Nonanal 1.035 1.004 1.049
21 6-Methyl-3,5-heptadien-2-one 1.036 0.952 1.028
22 5,5-Dimethyl-2-methylene-1-

cyclohexylcarbaldehyde
1.038 0.928 1.016

23* 2-Phenylethanol 1.046 0.944 0.988
24 3,5,5-Trimethylcyclohexenone 1.049 0.989 1.031
25 4-(1-Methylethyl)-benzaldehyde 1.061 1.100 1.086
26 3,5,5-Trimethylcyclohex-2-en-1,4-

dione
1.066 1.082 1.105

27 3,5,5-Trimethylcyclohexan-1,4-
dione

1.083 1.019 1.056

28* 2-Hydroxy-3,5,5-
trimethylcyclohexenone

1.103 1.066 1.100

29 Safranal 1.108 1.125 1.136
30 2-Isopropylidene-3-methylhexa-

3,5-dien-1-al
1.118 1.163 1.178

31 2,7,7-Trimethyl-2,4-
cycloheptadien-1-one

1.119 1.088 1.134

32* 2-Hydroxy-3,5,5-
trimethylcyclohex-2-en-1,4-dione

1.155 1.226 1.197

33 4-Hydroxy-3,5,5-
trimethylcyclohex-2-enone

1.166 1.080 1.101

34 2,4,5-Trimethylbenzaldehyde 1.172 1.149 1.123
35 2,6,6-Trimethyl-4-

hydroxycyclohexa-1,4-dien-3-on-
1-carbaldehyde

1.207 1.185 1.186

36 Dihydro-beta-ionone 1.227 1.260 1.204
37 Dihydro-beta-ionol 1.230 1.147 1.210
38 (E)-6,10-Dimethyl-5,9-undecadien-

2-one
1.231 1.284 1.238

39 2,6-Di-(1,1-dimethylethyl)-4-
hydroxy-4-methylcyclohexa-2,5-
dien-1-one

1.239 1.282 1.277

40* 2,6,6-Trimethyl-4-
hydroxycyclohexen-1-
carbaldehyde

1.244 1.037 1.116

41 beta-Ionone 1.246 1.267 1.209
42 Pentadecane 1.248 1.233 1.254
43 2,6-Di-(1,1-dimethylethyl)-phenol 1.256 1.351 1.281

a Logarithm of experimental retention time for aroma compounds (log tR).

o
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he relative retention behaviors of saffron favor fractions strongly
n SPME-GC–MS separation system.

In this investigation, Best Multi-Linear Regression (BMLR)
ethod was utilized to reduce the number of descriptors and select

he relevant ones. Two different QSRR models with the same five
escriptors were built using the BMLR and PPR methods. The results
rom different methods were also compared in order to find the

ost suitable method for the prediction of SPME-GC–MS chro-
atography retention behavior. The ultimate aim is to establish a

ignificant model with excellent prediction ability and obtain some
seful information of the interaction retention behaviors between
he aroma constituents of saffron and SPME-GC–MS separation.
his work provides a simple but efficient approach in studying
he retention mechanism of compounds in the application of chro-

atographic coupling technologies. It could also help us to optimize
he separation conditions of some similar fields.

. Experimental

.1. Data set

The logarithm of the retention times (log tR) of 43 saffron fla-
or compounds is taken from the literature [16]. A complete list of
he 43 aroma constituents of saffron’s names and their correspond-
ng experimental retention times (log tR) are shown in Table 1. The
ntire set of compounds was randomly divided into two subsets, a
raining set of 34 compounds and a test set of 9 compounds. The
raining set was used to select the most relevant molecular descrip-
ors and develop QSRR models, and the test set was used to evaluate
he performance of the different models.

Six dried samples of saffron derived from cultivation of C. sativus
n the zone of Salerno (Southern Italy) were used. The retention
imes of the aroma constituents of saffron were obtained using the
ollowing apparatus: A 100-�m polydimethysiloxane-SPME mod-
le (57300-U, Supelco, Bellefonte, PA) was used; GC (HP 6890)
quipped with a Phenomenex Zebron ZB-5 MS capillary column
nd linked with mass selective detector (HP 5973). All analyses
ere carried out in triplicates. The detailed description of the exper-

mental condition can be found in Ref. [16].

.2. Molecular descriptors generation and selection

All the molecular structures were drawn and pre-optimized
sing the molecular mechanics force fields (MM+) in HyperChem
.0 program (HyperCube, Inc.) [24]. Afterward, a more precise opti-
ization was done with the semi-empirical AM1 method in MOPAC

.0 (Stewart Computational Chemistry), and then the structures
ith minimum energy were obtained. The resulting geometries

ormed the inputs of CODESSA software (University of Florida) [25]
o calculate constitutional, topological, geometrical, electrostatic
nd quantum-chemical descriptors. Then a pre-selection was used
o exclude the irrelevant descriptors, such as the ones with same
alues for the whole data set or missed values for some compounds.
here were 381 molecular descriptors left for further analysis. The
MLR method was used to search for the best set of descriptors for
ulti-linear correlation.
The BMLR method is a very useful tool in searching for the

est set of descriptors. It has several advantages, such as its
ase of implementation and the interpretability of the resulting

quations; it also offers a more systematic and thorough search
f preferred descriptors. In BMLR, the number of orthogonal
escriptors in the model was incrementally added up to the opti-
um as determined by the Fisher criterion at a given probability

evel and the cross-validated correlation coefficient. The model

p
w
w
R
m

b Predicted log tR by the BMLR method.
c Predicted log tR by the PPR method.
* Test set.

btained with this procedure was expected to yield maximum

redictive ability. A stepwise addition of further descriptor scales
as performed to find the best multi-parameter regression models
ith the optimum values of statistical criteria (highest values of

2, the cross-validated R2
cv, and the F value). The influence of the

odel’s dimension on its prediction capability was tested by the
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Fig. 3 showed the plot of the calculated vs. experimental values
(log tR) for all saffron flavor constituents studied, for the training
set and the test set. It could be concluded that the best linear corre-
lations developed by the BMLR method had satisfactory predictive
ability.
62 H. Du et al. / Talan

eave-one-out cross-validation procedure. The BMLR procedure
orrelations are usually much faster than other methods including
he heuristic method with comparable quality. The strategy of

ulti-parameter regression with maximum prediction ability was
escribed in detail in Ref. [26].

.3. Projection Pursuit Regression (PPR)

PPR developed by Friedman and Stuetzle’s [27] is a powerful
ool for seeking interesting projections, which project the high-
imensional data into lower dimensional space by means of linear
rojections. Therefore, it can surmount the curse of dimensionality
ince it relies in estimation in at most tri-variate settings. At present,
t has been successfully applied to tackle some chemical problems
28,29]. Friedman and Stuetzle’s concept of PPR avoided many dif-
culties experienced with other existing nonparametric regression
rocedures. The sparsity limitation and poor performance in high
imensions (curse of dimensionality) encountered in kernel and
earest neighbor techniques are not encountered in PPR since all
stimation (smoothing) is carried out in a univariate setting. PPR
oes not require specification of a metric in the predictor space.
nlike recursive partitioning, PPR does not split the sample, thereby
llowing, when necessary, more complex models. In addition, inter-
ctions of predictors are directly considered [27]. The basic theory
f PPR can be found in the references [27,30–32]. Here, we only
ive a brief description. The PPR method is based on an iterative
wo-stage process of projection (reduction of parameter space)
nd smoothing (establishing non-linear relation). The reduction of
he parameter space is essential for the application of smoothing;
moothing in high-dimensional spaces quickly becomes impos-
ible because of data sparsity [27]. In a regression work, several
arameters should be given first: n, the number of objects under

nvestigation (chemical structures); p, number of explanatory vari-
bles (molecular descriptors); y, vector of response or dependent
ariable (n × 1) (property or activity); X, matrix of explanatory vari-
bles (n × p). The projection process can be defined as zm = X˛m,
here ˛m is the mth projection vector (length p); and zm is the

ector of scores after projection of X on ˛m (length n). After the
rojection, the smooth functions (ridge functions) are used, which
re as follows:

= ȳ +
M0∑

m=1

�m(zm) + εM0 (1)

here M0 is the number of incorporated smooths; εM0 is the resid-
al error after fitting M0 smooths. Then it can produce a non-linear
egression model by the summation of a number of ridge functions.

All calculation programs implementing PPR were written in
-file based on R script under R2.3.1 environment [33] running
perating system on a Pentium IV with 512 M RAM.

.4. Model performance evaluation

Model performance can be measured by different ways. In this
nvestigation, the root mean square error (RMSE) was used to eval-
ate the predictive ability of the models. It was defined as the
ollowing:

MSE =
√∑ns

i=1(yke − ykp)2

ns
(2)
here k represents kth molecule, yke is the experimental responses
desired output values), ykp is the responses predicted by the
egression model, and ns is the number of compounds in the ana-
yzed set. The smaller RMSE, the more accurate the proposed model.
(2008) 360–365

. Results and discussion

.1. Principal component analysis (PCA) of the data set

The PCA method has been performed using all the molecular
escriptors for the entire set of data. It aims to show the spatial

ocation of samples, and verify the way of splitting the data into the
raining and the test set. The result of PCA gave us three major PCs
hat explained 65.97% of the variation in the data (30.29%, 24.04%
nd 11.64%, respectively). Fig. 1 illustrates the scores plot of PCA for
he training set and the test set. From this figure, it can be seen that
he samples in the training and the test sets are well balanced and
cattered over the whole 3D-space. The compounds in both sets are
epresentative and so this splitting method of the data set is reli-
ble for the assessment of the predictive ability and performance
f different models.

.2. Result of the BMLR method

The BMLR method available in the CODESSA program was used
o select the most important molecular descriptors based on the
raining set and develop the multi-linear QSRR model. A variety
f subset sizes were investigated to determine the optimum num-
er of the descriptors in a model. After adding another descriptor,
he statistics of the model did not improve significantly; it was
etermined that the optimum subset size had been achieved. To
void the “overparametrization” of the model, an increase of the
R2” value of less than 0.02 was chosen as the breakpoint criterion.
ig. 2 shows the number of descriptors vs. the correlation coeffi-
ient (R2) and leave-one-out (LOO) cross-validation (R2

cv). It could
e seen that five descriptors were sufficient for a successful regres-
ion model of log tR. The statistical parameters of the best model
nd the involved molecular descriptors are given in Table 2. The
orrelation matrix of these descriptors is shown in Table 3. From
his table, it could be clearly seen that the linear correlation coeffi-
ient values of each of the two descriptors was less than 0.85, which
emonstrated that the descriptors selected by the BMLR method
ere independent.

The predicted values for all the constituents of saffron aroma
ncluding the training set and the test set are given in Table 1.
Fig. 1. Principal component analysis of the molecular descriptors for the data set.
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Fig. 2. R2 and R2
cv vs. the number of descriptors for the training set.

Table 2
Descriptors, coefficients, standard errors, and T-values for the BMLR model

Descriptors Chemical meaning Coefficient Error t-Test value

Constant Intercept 2.17E+00 3.77E−01 5.7595
RNR Relative number of rings 3.47E+00 5.76E−01 6.0132
ALFAP ALFA polarizability (DIP) 4.24E−03 1.19E−03 3.5580
MAOEP Min atomic orbital

electronic population
−1.83E+00 3.47E−01 −5.2809

RRNCQ RNCS Relative negative
charged SA
(SAMNEG*RNCG)
[Quantum-Chemical PC]

−2.60E−02 5.21E−03 −4.9999

KSI2 Kier shape index
(order2)

2.59E−02 7.02E−03 3.6967

R2 = 0.9434; F = 93.36; s2 = 0.0044; R2
cv = 0.9205; N = 34. Note: Coefficient, standard-

ized regression coefficients.

Table 3
The correlation matrix of the selected descriptors

RNR KSI2 RRNCQ MAOEP ALFAP

RNR 1.0000
KSI2 −0.5357 1.0000
RRNCQ −0.0704 −0.2388 1.0000
MAOEP −0.0371 0.1897 −0.6264 1.0000
ALFAP −0.0374 0.4336 −0.7026 0.0568 1.0000

Fig. 3. Plot of predicted log tR values vs. experimental values by BMLR.
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.3. Results of the PPR method

In order to get a more accurate prediction model, the PPR
ethod was applied to build a non-linear model with the same

elected descriptors. In the PPR approach, there are several param-
ters to be adjusted. The parameters ‘nterms’ and ‘max.terms’
epresent the number of ridge terms to include in the final model
nd the number of maximum ridge terms to choose from when
uilding the model, respectively. The algorithm first adds up to

max.terms’ ridge terms one at a time; it will use less if it is unable to
nd a term to add that makes sufficient difference. It then removes
he least important term at each step until ‘nterms’ terms are left.
he ‘df’ defines the smoothness of each ridge term by the requested
quivalent degrees of freedom, if ‘sm.method’ is ‘spline’. The lev-
ls of optimization (argument’ optlevel’) differ in how thoroughly
he models are refitted during this process. At level 0 the exist-
ng ridge terms are not refitted. At level 1 the projection directions
re not refitted, but the ridge functions and the regression coeffi-
ients are. Levels 2 and 3 refit all of the terms and are equivalent
or one response; level 3 is more careful to re-balance the contri-
utions from each regressor at each step and so is a little less likely
o converge to a saddle point of the sum of squares criterion. In this
nvestigation, the four parameters ‘nterms’, ‘max.terms’, ‘optlevel’
nd ‘df’ were determined as 2, 10, 3, and 6, respectively. The ridge
unctions for 2-term projection pursuit regressions based on the
ptimized parameters can be depicted graphically in Fig. 4. It can
e used to modify the major parameters of the procedure: the aver-
ge smoother bandwidth and the terminal threshold. The predicted
esults and the statistical parameters of the optimal PPR model are
hown in Tables 1 and 4, respectively. The scatter plot is given in
ig. 5. From Fig. 5 and Table 4, it could be seen that the predicted
alues are in good agreement with the experimental values log tR
or almost all the compounds.

.4. Comparison of the results obtained by different approaches

In order to check the superiority of the two different meth-
ds (BMLR and PPR), the predicted accuracy for different data
ets (training set and test set) by the two methods was collected
ogether and shown in Table 4. As it can be seen from this table, the
on-linear regression method PPR shows better predictive capabil-

ty.

.5. Discussion of the selected descriptors

By interpreting the descriptors in the regression model, it is pos-
ible to gain some insights into the factors that are likely to govern
he retention times of the constituents of saffron aroma in SPME-
C–MS separation model. In the best linear model, there are five
olecular descriptors: one constitutional descriptor (relative num-

er of rings (RNR)), two quantum-chemical descriptors (ALFA polar-
zability (DIP) (ALFAP) and min atomic orbital electronic population
MAOEP)), one electrostatic descriptors (RNCS Relative negative
harged SA (SAMNEG*RNCG) [Quantum-Chemical PC] (RNCSQ))
nd one topological descriptor (Kier shape index (order 2) (KSI2)).

The first important descriptor is a constitutional descriptor—
NR, which accounts for the chain stiffness of small molecules. The
umber of rings [34] affects the aromatics density in a reduced

orms the relative number of rings (the number of rings divided
y the number of atoms). It is related to the size and shape of the

olecule. This descriptor has a positive coefficient in the linear
odel, therefore it indicates that the molecules with larger number

f rings are expected to bind more tightly to GC column. According
o the coefficients of the best linear model, the second important
arameter is a quantum-chemical descriptor MAOEP, it describes
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Fig. 4. Plots of the ridge functions for 2-term projection pur

Table 4
Comparison of the square correlation coefficient (R2) and the root mean square of
error (RMSE) for different QSRR models

Methods Data set R2 RMSE

MLR
Training set 0.9434 0.0604

t
p
t
i

i
e
d
t
a
o
o
d
d

Test set 0.8725 0.0832

PPR
Training set 0.9806 0.0354
Test set 0.9456 0.0509
he nucleophilicity of the molecule, which is directly related to the
olarity of molecules [25]. So MAOEP for a given atomic species in
he molecule is a simplified index to describe the electrophilic abil-
ty of a molecule. The negative coefficient of MAOEP in the model

Fig. 5. Plot of predicted log tR values vs. experimental values by PPR.
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suit regressions based on the optimized parameters.

mplies that increasing the value of this descriptor is in favor of
lution procedure, so the retain will be shorter in the column. The
escriptor RNCSQ belongs to an electrostatic descriptor. It reflects
he characteristic of the charge distribution of the molecule and
ccounts for the electrostatic interaction between the constituents
f saffron aroma and immobility phase. The negative coefficient
f RNCSQ in the model implies that increasing the value of this
escriptor can lead to a smaller log tR value. The quantum-chemical
escriptor ALFAP could reflect the size and volume of the molecule,
he interaction between the medium and molecular, polarizability
35]. So it tightly relates to the hydrophobicity and electrophilicity
f the molecular [36]. The positive coefficient of this descriptor
ndicates that the larger polarizability and hydrophobicity, the
onger retention in SPME-GC–MS system. The last descripto-KSI2
25] belongs to a topological descriptor. The Kier shape index (KSI)
escriptors are intend to capture different aspects of the molecular
hape. For N vertices, the maximal graph includes edges between
ll vertex pairs. For the minimal graph a linear path of N-1 edges
onnecting the vertices is taken. The Kier shape index is defined as:

= 2PminPmax

P2
(3)

here P is the number of edges in the graph. Pmax is the number
f edges in the maximal graph, and Pmin is the number of edges in
he minimal graph. The KSI2 encodes the branching information of
he molecule. P, Pmin, and Pmax now denote the number of paths of
ength 2 in the corresponding graphs. The maximal graph is taken
o be the star graph in which all atoms are adjacent to a common
tom. Thus, Pmax = (N − 1)(N − 2)/2. The linear graph is again taken

s the minimal graph, so Pmin = N − 2. Eq. (3) yields the following:

2 = (N − 1)(N − 2)2

P2
(4)

here k2 is the value of KSI2.
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From the above discussion, it can be seen that all the descrip-
ors involved in the model have physical and chemical meanings.
hese descriptors can account for the structural features respon-
ible for the retention behavior of the constituents of saffron
roma in SPME-GC–MS, such as hydrophobicity, electrophilic-
ty, electrostatic interaction, polarizability, size, shape and the
ranching information of molecules. So the selected descriptors
re related to the retention characteristics of the constituents
f saffron aroma in this special chromatographic separation
odel.

. Conclusions

This study focused on the development of QSRR models for
redicting the retention times of constituents of saffron aroma in
PME-GC–MS. In order to obtain more reliable models with good
redictive capabilities, it is advisable to consider selecting proper
olecular descriptors and constructing different QSRR models with
iscellaneous chemometric approaches. In this study, the BMLR
as used to select the main structural descriptors and build a

inear regression model at the same time, and it had good predic-
ive capability. Considering the complex interaction mechanism of
PME-GC–MS separation system, the non-linear method—PPR was
sed to build the other QSRR model. According to the comparison of
he results, it clearly shows that the PPR approach performed much
etter than the linear method BMLR. Therefore, it can be concluded
hat the PPR approach combined with BMLR method has superi-
rity in solving the retention times of the compounds problems;
eanwhile, this work also provides another simple and reasonable
ay to deal with other separation researches on other plants and
erbs.
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a b s t r a c t

A quantification procedure of trace elements during colloid size fractionation was developed and vali-
dated. This procedure is based on the hyphenation between Asymmetrical Flow Field-Flow Fractionation
(As-Fl-FFF) and Inductively Coupled Plasma Mass Spectrometer (ICP-MS). The optimisation of the proce-
dure was performed on a soil leachate spiked with six trace elements selected for their environmental
and health impact (As, Cd, Sb, Se, Sn and Pb). The elements in the spiked sample were on-line monitored
eywords:
nalytical validation
uantification
race elements
atural colloids

during the fractionation. The validation was carried out by comparison with a second off-line quantifica-
tion procedure based on fraction collection and total element analysis by ICP-MS. This off-line one was
previously validated using reference materials. Finally, the analytical performances of the two procedures
were compared.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Colloids play a major role in the biogeochemical cycle of ele-
ents [1,2]. In aquatic media, the distribution of elements on

olloids is not only directly linked to the considered elements them-
elves but also to the size and the nature of colloids [3,4]. Moreover,
hese parameters could also influence the reactivity and thus the

obility of colloids in the groundwater [5]. For all these reasons,
he characterization of colloids and the determination of associ-
ted elements are of main interest especially in soil solutions where
ransfer could occur from dissolved to particulate part but also from
oil to plants.

To fractionate environmental colloids as a function of their sizes,
low Field-Flow Fractionation (Fl-FFF) has taken an important place
mong the different analytical tools because of its high resolution,
ts capability to fractionate over a wide range of size and the lower
nteractions with the analytical system in comparison to those
bserved in chromatography. Moreover, it can be easily coupled to
arious detectors (Ultra-Violet: UV, Multi-Angle Laser Light Scatter-

ng: MALLS, Fluorescence, Differential Refractive Index: RI, Atomic

ass Spectrometer. . .) and such coupling appears to give relevant
ata with regard to information needed [6].

∗ Corresponding author. Tel.: +33 559407762.
E-mail address: stephane.dubascoux@univ-pau.fr (S. Dubascoux).
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Using Fl-FFF, the fractionation takes place in a channel under
field of mobile phase (crossflow) applied perpendicularly to a
ain parabolic flow. For a colloidal range from some nanometres to

bout 500 nm, the diffusive phenomenon leads to the discrimina-
ion in size of the colloids, according to the parabolic flow profile.
he elution takes place from small colloids to larger ones (i.e. nor-
al mode). The cut-off of the ultrafiltration membrane defines

he part of the sample retained in the channel (all the macro-
olecules smaller than cut-off being removed in the crossflow) [7].
symmetrical Fl-FFF (As-Fl-FFF) is a sub-technique of Fl-FFF where

he crossflow is generated by a pressure differential in a semi-
ermeable channel. As-Fl-FFF permits to increase the fractionation
peed and involves less dilution [7].

In order to obtain in the same time features about the col-
oidal size, distribution and concentration of elements bound
o colloids, Fl-FFF can be associated with Inductively Coupled
lasma-Mass Spectrometer (ICP-MS) which insures a sensitive
ulti-elemental detection. In the last decade, some studies have

ocused on the coupling of Fl-FFF and ICP-MS for the qualitative
nalysis of environmental samples [3,8,9]. Others have focused
n the on-line quantification and the possibility to link element
oncentration to colloidal fractionation [10–16]. However, very

ew works deal with analytical development of the coupling and
uantification and no one with the analytical validation of quan-
ification procedure [4,17]. This analytical lack is partly due to
he high dilution of the sample during fractionation. The lack of
vailable certified reference natural colloid with certified metal
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In order to quantify the metals and metalloids linked to col-

loids as a function of the colloidal size separation, the quantification
method developed (Q1) was based on the direct hyphenation of As-
Fl-FFF and ICP-MS as presented in Fig. 2. The output of the MALLS
detector was directly connected to the Meinhard nebulizer via a
S. Dubascoux et al. /

oncentration also makes any validation critical to perform. In
his work, an on-line trace element quantification procedure is
roposed and validated, for the first time. The accuracy evalua-
ion is performed by the way of an off-line quantification, this
econd procedure being previously validated by the use of ref-
rence materials (RM). Such approach has never been related
efore and appears useful especially with regard to insurance qual-

ty.

. Materials and methods

.1. Chemicals

Ammonium nitrate (NH4NO3: 99.5%) and sodium dodecyl sul-
ate (SDS: 98.5%) were purchased from Sigma–Aldrich (Seelze,
ermany) and sodium hydroxide (NaOH: 99%) from Merck (Darm-
tadt, Germany). Nitric acid (HNO3) was Instra Analyzed 69–70%
rom Baker (Atlantic-Labo, Bordeaux, France). 100 mg L−1 multi-
lemental solutions (CCS-4, CCS-5 and CCS-6) was obtained
rom Analab (Strasbourg, France). The Milli-Q (MQ) water used
as 18 M� (Millipore system, USA). Filters used for mobile
hase were Durapore 0.1 �m from Millipore and 0.45 �m fil-
ers were hydrophilic mixed cellulose ester ones (Millipore,
SA).

.2. Samples

To evaluate the accuracy of the on-line quantification proce-
ure results by comparison to the off-line ones, a soil leachate was
piked with metals and metalloids. The leaching test was performed
ccording to a standardized protocol from the French Agency of
ormalisation (AFNOR) [18]. This protocol is applied for polluted

oils and waste in order to evaluate the pollutant concentrations in
he soluble phase before treatment or disposal. The soil used was
referenced environmental sample: a ploughed layer of a densic
odzol already described in previous studies [19]. The preparation
as performed in three steps. The first one consists of the leaching
f 100 g of soil with 1 L of Milli Q (MQ) water in a flask shaken during
6 h. Then the slurry was centrifuged at 3500 × g for 30 min. Finally,
he supernatant was collected and filtered at 0.45 �m. Once the soil
eachate obtained, it was spiked with a solution prepared from CCS

ulti-elemental solutions which contain trace elements with high
nvironmental and health impact: arsenic (As), cadmium (Cd), anti-
ony (Sb), selenium (Se), tin (Sn) and lead (Pb). This solution was

reviously adjusted at pH 7 with a 0.5 mol L−1 NaOH solution, in
rder to be close to the leachate pH. The spiking was carried out in
rder to have a soil leachate with a total elemental concentration of
00 �g L−1 for each element. The mixture was then shaken during
4 h.

To check the accuracy of the on-line quantification protocol, two
eference samples known for their total metal concentration were
nalyzed: a certified reference waste water (CRM) named SPSWW1
LGC Promochem, Oslo, Norway) with certified element concentra-
ions (As, Cd and Pb, especially) and a laboratory reference material
LRM). The LRM was a landfill leachate containing colloids and
lready analyzed and described in previous studies [20]. It contains
s, Cd, Sb, Se, Sn and Pb in known concentrations (named “known”
r “expected values” later on in this paper).

For the on-line quantification procedure, multi-elemental solu-

ions from CCS ones were prepared at different concentrations (0.5,
, 2, 5, 10, 20 and 50 �g L−1) in 1% of HNO3. For the off-line quantifi-
ation procedure, standard solutions with concentrations ranged
rom 50 ng L−1 to 20 �g L−1 were prepared in 7% of HNO3 in order
o insure the external calibration with matrix reconstitution.
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.3. Apparatus

A Flow Field-Flow Fractionation system, (Eclipse 2, Wyatt
echnology, Dernbach, Germany) with an asymmetrical channel
As-Fl-FFF) was used in this work. The channel dimensions were
6.5 cm length and from 2.1 to 0.6 cm width. Its thickness was
efined by a spacer of 250 �m height. Ultrafiltration membranes
sed were 10 kDa (cut-off) regenerated cellulose (Wyatt Technol-
gy, Dernbach, Germany). Flows were controlled with an Agilent
100 series isocratic pump equipped with an Agilent series 1100
icro-vacuum degasser (Agilent Technologies, Tokyo, Japan).
The UV detector was an adjustable wavelength 1100 series (Agi-

ent Technology, Tokyo, Japan) tuned at 270 nm. The ICP-MS was
7500ce model (Agilent Technology, Tokyo, Japan) with a Mein-
ard nebulizer. The HPLC pump used for the standard injections
as a HPLC Varian 9012 (Varian, Palo Alto, USA). The freeze drying
as performed in an Alpha 1–4 LSC from Bioblock (Fischer Scien-

ific Bioblock, Illkirch, France) and the mineralization carried out in
n automated system (Digiprep, SCP science, Baie D’Urfé, Quebec,
anada).

The Multi-Angle Laser Light Scattering (MALLS), a DAWN DSP-F
Wyatt technology, Santa Barbara, USA) was used to measure the
yration radius (Rg) during the soil leachate fractionation in order
o check the separation quality.

.4. Quantification procedures

The two procedures described below are summarized in the
ig. 1. Each As-Fl-FFF analysis was realized in triplicate.

.4.1. On-line quantification—Q1
ig. 1. Quantification procedures: on-line by As-Fl-FFF-ICP-MS (Q1) and off-line by
CP-MS analysis after fractionation and fraction collection (Q2).
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The first step of the validation was to evaluate the analytical
characteristics of the two external calibrations (on-line via the HPLC
Fig. 2. Schematic presentation of CONFIG 1 (As-Fl-FFF-UV-ICP-M

apillary tube allowing the As-Fl-FFF effluent to be introduced in
CP-MS without any acidification. The coupling parameters are pre-
ented in Table 1. The H2 collision cell mode was used to decrease
pectral interferences especially for 80Se (interfered by 40Ar40Ar).
he different isotopes monitored in time resolved analysis mode
ere 75As, 111Cd, 113Cd, 121Sb, 123Sb, 78Se, 80Se, 116Sn, 118Sn, 120Sn,

06Pb and 208Pb. The As-Fl-FFF conditions were previously opti-
ised to fractionate large colloids, with gyration radius ranging

rom 20 to 250 nm.
In CONFIG 1 (FFF-UV-MALLS-ICP-MS, see Fig. 2), the direct mon-

toring of elements associated to colloids was performed during
he fractionation. When it was over, the position of the six-way
alve was changed switching the HPLC pump to the ICP-MS sys-
em (CONFIG 2). The composition and flow rate of mobile phase
ere identical for the two configurations. This second configuration

llowed the injection of multi-elemental solutions with a 100 �L
ample loop according to an external calibration procedure.

.4.2. Off-line quantification—Q2
This second quantification method was based on the concen-

ration measurements in the fractions collected after As-Fl-FFF
eparation. It was developed in order to validate Q1 and reach
xtremely low detection limits required for the analysis of the As-Fl-
FF fractions collected because of the high dilution induced by the

ractionation system (around 1:200). Colloidal fractions were col-
ected in polypropylene vials (about 20 mL for each fraction) from
he start to the end of the colloidal peak monitored by UV. Each
raction was first freezed at −20 ◦C and freeze dried at −60 ◦C in
rder to be pre-concentrated. Then, 2 mL of 35% HNO3 was added

able 1
s-Fl-FFF-UV-ICP-MS coupling and operating parameters

FF-ICPMS operating parameters

s-Fl-FFF and UV parameters (Wyatt eclipse 2)
Channel flow rate (mL min−1) 1.0
Crossflow rate (mL min−1) 0.5
Injection flow rate (mL min−1) 0.15
Mobile phase NH4NO3 10−3 mol L−1 + SDS 3

10−4 mol L−1/pH 8
Focus ratio 5.1%
Injection + focus time (min) 10
Focus time (min) 5
UV wavelength (nm) 270

CP-MS parameters (Agilent 7500ce)
Sample and skimmer cones Ni
RF Power (W) 1500
Plasma gas flow rate (L min−1) 15
Carrier gas (L min−1) 0.95
Make up gas (L min−1) 0.15
Collision cell mode H2

Collision cell gas flow rate (mL min−1) 3.3

p
s
u

F
o
d

ling) and CONFIG 2 (direct injection in ICP-MS via HPLC pump).

o each vial and heated in the Digiprep (ramp from room tempera-
ure to 80 ◦C and then 80 ◦C during 3 h). This step permits to digest
he samples and thus homogenises the matrix. Acidic extracts were
iluted with MQ water to obtain solutions at 7% of HNO3. This
rocedure was applied to both reference materials and As-Fl-FFF
ractions collected. Each sample was then analyzed by direct ICP-MS

easurement in total analysis mode using an external calibration.
he ICP stability was checked by measuring the 103Rh (isotope not
resent in samples) during the ICP-MS runs and the deviation was
ound to be less than 8%.

. Results and discussion

The general analytical approach was the following. First the ana-
ytical performances of Q1 and Q2 procedures were evaluated in
rder to determine the range of concentrations that can be reached.
hen Q2 accuracy was checked with the help of reference materi-
ls in order to serve as reference method to Q1. Finally, trace metal
oncentrations determined by the two methods were compared
nd Q1 validated.

.1. Analytical performances evaluation
ump-Q1 and off-line-Q2). Fig. 3 gives as an example the 120Sn
ignal obtained for the injection of 150 �L of spiked soil leachate
sing Q1. The left part of the Fig. 3 (CONFIG 1) corresponds to the

ig. 3. Tin signals corresponding to Q1 quantification. CONFIG 1 presents the signal
f tin associated to colloids during the As-Fl-FFF fractionation. CONFIG 2 shows four
uplicated injections of standard solutions at different concentrations.



Talanta 77 (2008) 60–65 63

S
p
d
i
s
b
(
n
q

t
s
F
c
Q
u
c
(
s
a
L
n
a
a
l
m

3

t
v
m
f
t
f
c
c
9

d

w
c
c

a
S
F
u

F
s

a
o
c
f
t
t

3

v
Z
l
t
e

T
L

A

A
C
S
S
S
P

n

S. Dubascoux et al. /

n signal associated to colloidal phase of the sample and the right
art (CONFIG 2) corresponds to the eight first injections of stan-
ard solutions (from 50 to 500 pg). All the multi-elemental standard

njections (from 50 to 2000 pg—total number of analyzed standard
olutions: 12) allow the ICP-MS response to be evaluated and cali-
ration curves to be plotted. Table 2 presents the Limits of Detection
LOD), the Limits of Quantification (LOQ) in pg and the determi-
ation coefficient (R2) for the linear calibration curves of the two
uantification methods.

The Q1 and Q2 methods give precise calibration according to
he R2 values. Absolute LOD and LOQ were calculated for the
oil leachate prepared, over the whole analytical method, i.e.
FF fractionation and ICP-MS detection for Q1 and sample pre-
oncentration and direct ICP-MS measurement for Q2. Concerning
1, the LOD and LOQ were calculated with increasing sample vol-
me injections (from 5 to 150 �L). Consequently, the LOD and LOQ
alculated for Q1 depend on the peak shape and thus on the type
colloidal size range) of the injected sample [21]. Indeed, for the
ame peak area, the thinner the peak is, the lower the LOD and LOQ
re. Sb and Se being not present in the colloidal part of the sample,
OD and LOQ could not be calculated because of the lack of sig-
al. LOD and LOQ calculated for Q2 represent the lower absolute
mount of element that can be detected in the collected fraction
fter As-Fl-FFF fractionation. They were calculated according to the
inear regression curve method [22]. Q1 appears to be 1.5–2 times

ore sensitive than Q2.

.2. Q2 accuracy checking

To evaluate the accuracy (i.e. trueness and precision according
o the ISO 5725-1 norm) of Q2 quantification procedure and thus
alidate it, the CRM and LRM were first analyzed. In order to ensure
easurable concentrations (close to those expected in As-Fl-FFF

ractions) and prevent any leachate foaming during freeze drying,
he reference samples were preliminary diluted in MQ water before
reezing. The values obtained were compared to certified or known
oncentrations (see Table 3). Concentration values are presented as
oncentration (C) with its corresponding error (dC) calculated in a
5% confidence interval according to [23]:

C = t˛/2,n−1 · S.D.√
n

(3.1)

here t: student coefficient, ˛/2: refers to the bilateral interval of
onfidence of (1 − ˛), S.D.: standard deviation, n: number of repli-
ates.
The lower Se concentration in the LRM and its higher LOQ cannot
llow the concentration measurement in the LRM. Consequently
e results obtained later on in this article will only be informative.
or As, Cd, Sb, Sn and Pb, the measured and certified/expected val-
es are in agreement, according to the experimental uncertainty

a
s
r
S
t

able 2
imits of Detection (LOD), Limits of Quantification (LOQ) and determination coefficient (R

nalytical performances

On-line quantification—Q1

Absolute LOD (pg) Absolute LOQ (pg) R2 (n = 14)

s 334 649 0.9998
d 323 628 0.9997
b n.c.a n.c.a 0.9989
e n.c.a n.c.a 0.9997
n 188 366 0.9993
b 177 343 0.9995

: number of points. n.c.: not calculated.
a Element not present in the colloidal part.
ig. 4. UV, MALLS and ICP-MS signals from As-Fl-FFF fractionation of a soil solution
piked by Pb, Sn, Se, Sb, Cd and As—injected volume: 150 �L.

nd the confidence interval. The relative standard deviation is not
ver 10% generally, which is satisfactory according to the studied
oncentration range. Neither loss nor contamination during the dif-
erent steps of the procedure can be highlighted. With regard to
rueness and precision criteria, Q2 method is, thus, validated for all
he detected trace elements.

.3. Element distribution and qualitative analysis

The colloids in the soil leachate sample present a gyration radius
arying from about 30–250 nm during the fractionation (MALLS
imm first order fit formalism calculation). The Rg variation being
inear according to the retention time and with a positive slope,
he elution during the fractionation occurred conveniently and as
xpected according to the normal mode.

The Fig. 4 presents UV, MALLS and trace element ICP-MS signals

s a function of the elution time. From the replicate analyses, no
ignificant difference of peak shapes was noticed between several
uns. The variations of ICP-MS peak areas were ranging from 2% for
n to 10% for Cd emphasizing the satisfactory repeatability between
he different replicates.

2) of the calibration curve for the two quantification procedures (Q1 and Q2)

Off-line quantification—Q2

Absolute LOD (pg) Absolute LOQ (pg) R2 (n = 14)

500 1160 1
410 930 1
470 1080 1
700 1620 0.9999
370 830 0.9999
240 530 0.9999
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Table 3
Comparison of certified (or known) and measured trace element concentrations in two reference materials (CRM and LRM) by Q2 procedure

Elements Concentrations (�g L−1)

SPSWW1 Landfill leachate

Certified values Measured values C ± dC (R.S.D.%) Expected values Measured values C ± dC (R.S.D.%)

As 100.0 ± 0.5 103 ± 8 (3%) 61 ± 1 60 ± 11 (10%)
Cd 20.0 ± 0.1 21 ± 2 (5%) 0.25 ± 0.07 0.21 ± 0.03 (5%)
Sb not cer. <LOD 14 ± 1 13 ± 3 (8%)
Se not. cer. <LOD 0.36 ± 0.04 <LOQa

Sn not cer. <LOD 316 ± 2 286 ± 76 (10%)
Pb 100.0 ± 0.5 100 ± 2 (1%) 5.6 ± 0.3 6 ± 2 (17%)
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produces crucial and relevant additional information, also allow-
ing the integration of elemental distribution on different colloidal
populations and the determination of the corresponding metal con-
centrations.

Table 4
Concentrations of the studied trace elements in the colloidal part of the spiked soil
leachate, evaluated by the two quantification protocols (Q1 and Q2)

Elements Concentrations (�g L−1)

Q1 C ± dC (R.S.D.%) Q2 C ± dC (R.S.D.%)

As 30 ± 3 (4%) 26 ± 5 (8%)
Cd 14 ± 4 (11%) 14 ± 5 (13%)
Sb ≤LOQ ≤LOD
ot. cer.: not certified; C: concentration; dC: error on the concentration and R.S.D.:
a Not quantified because of higher LOD and sample dilution to prevent foaming d

The first thin peak observed simultaneously for all signals corre-
ponds to materials which are not retained during the fractionation.
ccording to the separation conditions, the elution time and the

mportant UV intensity, this peak could be associated to low-size
rganic colloidal materials (typically humic substances). The sec-
nd broad peak corresponds to larger particles of the soil leachate
luted with increasing sizes, as confirmed by MALLS signal. In this
art of the fractogram, the UV signal is widely less intense, which
ould indicate that UV responds either to the turbidity induced
y particles or to organic coating on particles. With regard to
he elemental distribution (Fig. 4) the colloidal part of the soil
eachate shows different affinities according to the trace metal or

etalloid considered and according to colloid type. Cd appears to
ave a bimodal distribution, comparable to UV one. As, Sn and Pb
re mainly distributed on the largest particles corresponding to
00–250 nm gyration radius. Se has a similar distribution, despite
ts very low signal. Sb does not show any signal indicating that it
s not significantly associated to colloidal particles. The elements
resent in dissolved phase and colloidal part with size lower than
ut-off (i.e. mainly Sb and Se) were directly removed in the cross-
ow.

The different distributions observed can be partly explained by
he charge of the elements. In fact, Cd, Pb and Sn were in cationic
orms which could induce a high sorption onto particles (mainly
egatively charged) of the soil leachate. However, despite the same
harge of these elements, significant differences in their respec-
ive distribution were previously noticed, suggesting that different
ypes of colloids exist over 30–250 nm gyration radius range. This
ypothesis could explain the observed bimodal shape of the UV.
rsenic was in neutral or anionic form but its affinity for inorganic
articles (especially oxides) is well known and could explain the
ignal observed in Fig. 4 [24]. Sb and Se were also in neutral or
egative forms inducing a lower sorption in the experimental con-
itions. Finally, this on-line monitoring directly gives information
f the metal and metalloid distribution associated to the colloidal
art of the sample and shows the importance of a multi-detection
pproach, preliminary to a quantitative approach.

.4. Q1 validation and Q1/Q2 comparison

In order to evaluate the accuracy of the Q1 procedure, the ele-
ents associated to the soil leachate colloids were also quantified
ith Q2. According to the ICP-MS fractograms (see Fig. 4), fractions

rom the output of FFF channel were collected from the beginning

t = 0 s) to the end of the colloidal peak (t = 1380 s) and quantified
ccording to the validated Q2 procedure. These values were com-
ared to those obtained with Q1 procedure, integrating the same
eaks than those collected. The concentrations obtained with both
uantification procedures are presented in Table 4.

S
S
P

C
a

e standard deviation.
sample preparation.

As expected and shown by the Sb profile in Fig. 4, the Sb
oncentration in the collected fractions is lower than the LOD
f both quantification procedures. Some integration difficulties
ere noticed especially when peaks had important fronting as for
s, leading to possible over evaluations. The concentration values
btained with the two methods are significantly the same in a 95%
onfidence interval, the relative standard deviation being satisfac-
ory, in the range 3–11%. So, Q1 protocol is proved to be accurate
nd is thus validated.

As, Cd, Sn and Pb in the colloidal part can be also quantita-
ively compared, considering the fractograms presented in Fig. 4
nd the qualitative analysis previously made. Thus, As, Pb and Sn
oncentrations were found to be in the range 30–60 �g L−1 signif-
cantly over Cd, Sb and Se. Moreover, As, Pb and Sn present also
he same colloidal profiles, being mainly distributed on the largest
articles (65 ± 5% for the three elements are present in the range
00–250 nm of gyration radius), as previously noticed. These obser-
ations suggest a significant affinity of the particles for these three
lements. Cd concentration remains lower although this element
as distributed over the whole colloidal range. More generally, Q1
rocedure appears to be a suitable and a convenient quantitative
pproach to evaluate elemental concentration linked to colloids of
oil solution for environmental applications. Q2 has the obvious
onvenience to permit fraction collection replicates and addition
f these replicates to increase the amount of element in the freeze-
ried product. The main advantages of Q1 method is that no sample
reparation is needed and analysis is rapid compared to off-line
rocess. The analysis could be carried out within 2 h whereas at

east 4 days are needed for Q2 (2 days for the freezing and 2 days for
he freeze drying). Moreover the hyphenation directly gives the dis-
ribution of the monitored element on the colloidal phase and thus,
e 4.9 ± 0.8 (6%) 3 ± 2 (27%)
n 59 ± 5 (3%) 50 ± 8 (6%)
b 59 ± 5 (3%) 45 ± 10 (9%)

: concentration; dC: error on the concentration and R.S.D.: relative standard devi-
tion.
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. Conclusion

Two quantification strategies for metals and metalloids associ-
ted to colloidal fraction were applied on a natural soil leachate
ample. The on-line quantification method gives accurate quanti-
ative results. It is worth stressing that the direct coupling between
s-Fl-FFF and ICP-MS presents the advantage to on-line monitor

he distribution of the elements associated to colloids according to
heir size. The off-line quantification method permits to measure
he element concentration when the hyphenation is not possible.
owever, it presents two major drawbacks. The procedure is time-
onsuming in comparison with Q1 and the high dilution induced
y FFF fractionation can impede the quantification of the less abun-
ant elements.

Finally, this work shows the applicability and the convenience of
ifferent quantification approaches of trace elements on colloidal
hase and permits to enlarge the field of As-Fl-FFF applications.
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a b s t r a c t

Stability-indicative determination of meropenem (MERM) in the presence of its open-ring degradation
product, the metabolite, is investigated. The degradation product has been isolated, via acid-degradation,
characterized and confirmed. Selective quantification of MERM, singly in bulk form, pharmaceutical for-
mulations and/or in the presence of its major degradate is demonstrated. The indication of stability has
been undertaken under conditions likely to be expected at normal storage. Among the analytical tech-
niques adopted for quantification are spectrophotometry [first-derivative (1D), first-derivative of ratio
spectra (1DD) and bivariate analysis], as well as chromatography [coupled TLC-densitometry and HPLC].

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Meropenem (MERM), is (4R,5S,6S)-3-[[(3S,5S)-5-(dimethyl
arbamoyl)-3-pyrrolidinyl]thio]-6-[(1R)-1-hydroxyethyl]-4-
ethyl-7-oxo-1-azabicyclo [3.2.0]hept-2-ene-carboxylic acid,

rihydrate (Fig. 1). It is a broad-spectrum carbapenem antibiotic
ith wide range of activity. It is used mainly for the treat-
ent of serious bacterial infections, including lower respiratory

ract, intraabdominal, obstetric/gynecological, urinary tract, skin
tructure, meningitis, cystic fibrosis and in febrile neutropenia
1–4].

MERM is metabolized inside the human body through hydrol-
sis to form the opened �-lactam ring product which is
harmacologically inactive [5,6]. In healthy volunteers, 70% of the
dministered dose is excreted unchanged in urine and 20% as the
pen-ring metabolite [7].

The literature survey reveals several analytical methods for
uantitative estimation of MERM in body fluids and in pharma-
eutical formulations. These methods include high-performance
iquid chromatography (HPLC) [1,8–12], ultraviolet spectrophotom-
try [12] and microbiological assay [13]. A chromatographic method
or the determination of polymerized impurities in MERM was
roposed [14]. The stability of the drug was studied under vari-
us conditions [15–17]. Patel and Cook [15] studied the stability
f MERM in 0.9% sodium chloride injection. The stability in PVC
ontainers and other elastomeric infusion device was also inves-
igated [16]. Quantification of MERM in plasma and cerebrospinal
uid by micellar electrokinetic capillary chromatography was done
18]. MERM was found to be stable at room temperature in solid
tate formulations for injection [19]. Carbon dioxide adduct of the
rug in bicarbonate solution has been elucidated using 1H NMR and
ow-injection quadropole mass spectrometry [20].

In modern analytical laboratory, there is always a need for sig-
ificant stability-indicating methods of analysis. The present work

imed to develop simple instrumental methods for the quantifica-
ion of MERM in bulk form or in the presence of its acid-degradate;
hich is the open-ring metabolite [21]. These methods include
rst-derivative (1D), first-derivative of the ratio spectra (1DD) and

Fig. 1. Structural formula of meropenem trihydrate.
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ivariate analysis, as well as chromatographic methods; namely,
LC-densitometry method and HPLC.

. Experimental

.1. Instruments

Spectrophotometer: Shimadzu UV-1601 PC, dual-beam UV–vis
pectrophotometer (Kyoto-Japan), with matched 1 cm quartz cells,
onnected to an IBM-compatible PC and an HP-600 inkjet printer.
undled, UV-PC personal spectroscopy software version 3.7, was
sed to process the absorption and the derivative spectra. The
pectral band width was 2 nm with wavelength-scanning speed of
800 nm min−1.

IR Spectrophotometer: Shimadzu 435 (Kyoto, Japan), sampling
as undertaken as potassium bromide discs.

Gas chromatograph coupled to a mass spectrophotometer:
C–MS-QB 1000 EX, Finnigan Nat (USA).

pH-meter, Digital pH/MV/TEMP/ATC meter, Jenco Model-
005(USA). Graffin melting point apparatus model SMP1, Stuarts
cientific Co. Ltd. (UK). Precoated TLC-plates, silica gel 60 F254
20 cm × 20 cm, 0.25 mm), E. Merck (Darmstadt-Germany). Camag
LC scanner 3 S/N 130319 with winCATS software. Camag Linomat
autosampler (Switzerland). Camag microsyringe (100 �L).

A liquid chromatograph consisted of an isocratic pump (Agilent
odel G1310A), an ultraviolet variable wavelength detector (Model
1314A, Agilent 1100 Series), a Rheodyne injector (Model 7725 I,
ohnert Park, CA, USA) equipped with 20 �L injector loop, Agilent
USA). Stationary phase; a 250 mm × 4.6 mm i.d. C18 LichrosorbTM

0 �m analytical column, Alltech (USA). Mobile phase; 0.05 M
mmonium acetate + acetonitrile + methanol + triethylamine,
5:15:10:0.1 (v/v/v/v). The final pH-value was adjusted to 3.0 ± 0.1
y using o-phosphoric acid; isocratically at 1 mL min−1. The mobile
hase was filtered through a 0.45 �m Millipore membrane filter
nd was degassed for ∼15 min in an ultrasonic bath prior to use.
V-detection was done at 298 nm. The samples were filtered also

hrough a 0.45 �m membrane filter, and were injected by the aid
f a 25 �L Hamilton® analytical syringe.

.2. Materials and reagents

Reference MERM standard (Meropenem trihydrate powder) was
indly supplied by Sumitomo Pharmaceuticals Co. Ltd. (Osaka,
apan). Its potency was found to be 1002 �g mg−1 (on anhydrous
asis).

Pharmaceutical dosage form (MeronemTM, 500 mg or 1 g) vials
ere kindly supplied by AstraZeneca Egypt Scientific Office and
ere claimed to contain 570 mg or 1140 mg (as meropenem trihy-
rate) equivalent to 500 mg or 1 g (as anhydrous form) of MERM and

04 mg or 208 mg, respectively, of the anhydrous sodium carbonate
s excipient.

All calculations and samples preparation for reference material
nd pharmaceutical formulation were done regarding the anhy-
rous form.
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Reference cefotaxime sodium was kindly supplied by Egyptian
nternational Pharmaceutical Industries Company [EIPICO] (10th of
amadan, Egypt). Its purity was found to be 997 �g mg−1 according
o the official HPLC method [1].

Hydrochloric acid, n-butanol, acetone, ammonium acetate
nd anhydrous sodium carbonate: Adwic, El-Nasr Pharm. Co.
Cairo, Egypt). Methanol and acetonitrile: HiPerSolv.®, HPLC-grade,
. Merck (Darmstadt, Germany). Triethylamine LR: Laboratory
asayan s.d. Fine-Chem Ltd. o-Phosphoric acid (85%): AnalaR
DH-laboratory suppliers’ (Poole, England). De-ionized water: Bi-
istilled from “Aquatron” Automatic Water Still A4000, Bibby
terillin Ltd. (Staffordshire, UK).

.3. Standard solutions

MERM standard solution (1 mg mL−1) in distilled water. Drug
egradate standard solution (1 mg mL−1) in distilled water. MERM
tandard solution (0.5 mg mL−1) in the mobile phase for the HPLC
ethod. Drug degradate standard solution (0.5 mg mL−1) in the
obile phase for the HPLC method. Cefotaxime standard solution

1 mg mL−1) in the mobile phase for the HPLC method. All solu-
ions were prepared with respect to the anhydrous form. They were
reshly prepared on the day of analysis and stored in a refrigerator
o be used within 24 h.

.4. Procedures

.4.1. Degradation of meropenem
Accelerated acid-degradation was performed by dissolving

5 mg of pure MERM powder in ∼25 mL of 0.1N hydrochloric acid
final pH was 1.0). The solution was set aside at room tempera-
ure for 2 h. Complete degradation was achieved; as investigated
y thin layer chromatography. The acid degraded sample was neu-
ralized by anhydrous sodium carbonate powder (to pH 7.0). The
olution was evaporated under vacuum nearly to dryness then
e-crystallized from methanol. The obtained degradate was char-
cterized by UV-spectroscopy, TLChromatography, melting point,
C/MS- and IR-spectrometry.

.4.2. Spectrophotometric methods

.4.2.1. First-derivative (1D) method.
2.4.2.1.1. Spectral characteristics of MERM and its degradate.

wo aliquots (0.8 mL) of both MERM and its degradate standard
queous solutions (each, 1 mg mL−1) were, separately, transferred
nto two 25 mL volumetric flasks. The volume was completed with
istilled water to obtain 32 �g mL−1 final concentration, for each.
he zero-order and the first-derivative spectra of the prepared solu-
ions were recorded.

2.4.2.1.2. Linearity. Portions equivalent to (0.1–1.5 mL) of
ERM standard solution (1 mg mL−1) were separately transferred

o a series of 25 mL volumetric flasks. Each flask was completed to
he volume with distilled water to reach the concentration range of
–60 �g mL−1. The amplitudes of the first-derivative peaks were
easured at 281 and 315 nm with �� = 4 nm and a scaling fac-

or = 100. Calibration graphs were constructed by plotting �A/��
ersus concentration. The regression equations were then com-
uted for the studied drug at the specified wavelengths and used
or determination of unknown samples containing MERM.

.4.2.2. First-derivative of ratio spectra (1DD) method.

2.4.2.2.1. Linearity. Standard serial concentrations in the range

f 4–60 �g mL−1 aqueous solutions of MERM were prepared as
nder Section 2.4.2.1.2. Accurately 0.8 mL of the degradate stan-
ard solution (1 mg mL−1) was transferred into a 25 mL volumetric
ask and the volume was completed with distilled water to get a
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nal concentration of 32 �g mL−1 to be used as a divisor. The spec-
ra of the prepared standard solutions were scanned (200–400 nm)
nd stored into the PC. The stored spectra of MERM were divided
amplitude at each wavelength) by the spectrum of 32 �g mL−1 of
he degradation product. The first-derivative of the ratio spectra
1DD) with �� = 4 nm and a scaling factor = 10 was obtained. The
mplitudes of the first-derivative peaks of MERM were measured
t 284 and 315 nm. Calibration graphs were constructed relating
he peak amplitudes of (1DD) to the corresponding concentrations.
he regression equations were then computed for the studied drug
t the two specified wavelengths and used for determination of
nknown samples containing MERM.

.4.2.3. Bivariate method. Two series of standard aqueous solutions
ontaining 4–60 �g mL−1 of MERM and its degradate were pre-
ared from the stock solution (1 mg mL−1, each) for the bivariate
alibration. Spectra of the obtained solutions were recorded and
tored into the PC. The regression equations were computed at
= 220 and � = 298 nm. The concentrations of MERM and its degra-
ate were calculated using the parameters of the linear regression
unctions evaluated individually for each component at the same
avelength and substituting in the following equations

degradate = mA2(AAB1 − eAB1) + mA1(eAB2 − AAB2)
mA2mB1 − mA1mB2

MERM = AAB1 − eAB1 − mB1Cdegradate

mA1

here eAB1 and eAB2 are the sum of the intercepts of the linear
alibration at two wavelengths (eAB1 = eA1 + eB1), mA and mB are the
lopes of linear regression and C (�g mL−1) is the concentration of
ERM and its degradate.
The accuracy of the results was checked by applying the pro-

osed bivariate calibration method for determination of different,
lind samples of pure MERM and its degradate. The concentrations
ere obtained from the corresponding regression equations from
hich percentage recoveries were calculated.

.4.3. Chromatographic methods

.4.3.1. TLC-densitometric method.
2.4.3.1.1. Linearity. Aliquots 2–12 �L of MERM standard solu-

ion (1 mg mL−1) were applied in the form of bands on a TLC plate.
he band length was 4 mm and dosage speed was 150 nL s−1. The
ands were applied 14 mm apart from each other and 10 mm from
he bottom edge of the plate. Linear ascending development was
erformed in a chromatographic tank previously saturated with n-
utanol + acetone + water (4:3:3, v/v/v) for 1 h at room temperature.
he developed plates were air-dried and scanned at 298 nm using
euterium lamp, absorbance mode at 3 mm × 0.45 mm slit dimen-
ion and scanning speed of 20 mm s−1. A calibration curve relating
he optical density of each spot to the corresponding concentration
f MERM was constructed. The regression equation was then com-
uted for the studied drug and used for determination of unknown
amples containing it.

.4.3.2. Liquid chromatographic method.
2.4.3.2.1. Linearity. Portions 0.1–2 mL from MERM standard

olution (0.5 mg mL−1 in the mobile phase) were transferred
eparately into a series of 10 mL measuring flasks and mixed

ith 0.2 mL of cefotaxime-stock solutions (1 mg mL−1) as an

nternal standard (IS). The contents of each flask were completed
o volume with the mobile phase to get the concentrations
f 5–100 �g mL−1 of MERM. The samples were then chro-
atographed using the following chromatographic conditions:
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tationary phase; a 250 mm × 4.6 mm, i.d. C18 LichrosorbTM

0 �m analytical column, Alltech (USA), mobile phase; 0.05 M
mmonium acetate + acetonitrile + methanol + triethylamine,
5:15:10:0.1 (v/v/v/v). The final pH-value was adjusted to 3.0 ± 0.1
ith o-phosphoric acid using a pH-meter. The mobile phase was
ltered through a 0.45 �m Millipore membrane filter and was
egassed for about 15 min in an ultrasonic bath prior to use, flow
ate; 1 mL min−1 [isocratically at ambient temperature (∼25 ◦C)],
ith UV-detection at 298 nm. The samples were filtered also

hrough a 0.45 �m membrane filter, and were injected by the aid
f a 25 �L Hamilton® analytical syringe. To reach good equilibrium,
he analysis was usually performed after passing ∼50–60 mL of
he mobile phase, just for conditioning and pre-washing of the
tationary phase.

The relative peak area ratios were then plotted versus the corre-
ponding concentrations of MERM to get the calibration graph and
o compute the corresponding regression equation. Concentrations
f unknown samples of MERM were determined using the obtained
egression equation.

.4.4. Analysis of laboratory prepared mixtures containing
ifferent ratios of MERM and its degradation product using the
uggested methods

Mix aliquots of intact drug and the degraded drug to prepare
ifferent mixtures containing 10–90% (w/w) of the degradation
roduct, and proceed as mentioned under each method. Calculate
he concentrations from the corresponding regression equations.

.4.5. Assay of pharmaceutical formulations (MeronemTM vials)
No sample preparation for vials was required other than dis-

olving the contents of the vial powder in the appropriate solvent
or each method. Vials were dissolved in distilled water to get drug
oncentration of 1 mg mL−1 for the spectrophotometric methods
nd the TLC-densitometric method. They were dissolved in the
obile phase to get drug concentration of 0.5 mg mL−1 for the HPLC
ethod and proceed as mentioned under each method.

.4.6. Kinetic calculations
The stability of MERM in different solutions; namely, water, 0.1N

Cl, 0.9% (w/v) saline and 5% (w/v) dextrose solution was studied.
he degradation rate kinetics was determined by plotting log of
oncentration of drug remaining versus time. Each experiment was
one in triplicate (analysis by HPLC method) and average values
ere taken for the analysis.

. Results and discussion

.1. Degradation of MERM

The main degradation product of MERM is the open �-lactam
ing structure [5,6]. MERM is recommended to be used freshly by
ntravenous route, so if possibility of degradation to occur, the open
-lactam ring degradate will be formed. Degradation was exam-

ned under both acidic and alkaline media and even at elevated
emperatures. It was noticed that the main degradate is the open
-lactam ring product which is also the major metabolite of the
rug inside the human body. The double bond in the bicyclic struc-
ure of the carbapenem nucleus creates a considerable ring strain
nd increases the reactivity of the �-lactam ring to ring-opening

eactions. Literature revealed that acid hydrolysis of imipenem, a
arbapenem antibiotic, followed by neutralization is a convenient
ethod to prepare its metabolite (Scheme 1) [21]. This method
as used for MERM to prepare its metabolite. Accelerated drug
egradation was carried out using 0.1N HCl as mentioned in the
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3

t

ta 77 (2008) 28–36 31

rocedures. The melting range of the degradate was 218–220 ◦C
hile that of the intact was 208–210 ◦C. In the GC/MS chart, the
arent peak was identified at m/z 402 (molecular weight of the
pen-ring metabolite). This proves that the prepared degradate
s the main open �-lactam ring metabolite. No other degradation
roducts were observed under the conditions used to prepare the
pen �-lactam ring degradate.

.1.1. Spectral changes
A hypochromic effect was observed during degradation of

ERM. Once completely degraded, the characteristic peak at
98 nm was vanished (Fig. 2).

.1.2. TLC-fractionation
TLC-monitoring of the drug degradation was done on thin layer

lates of silica gel F254 using n-butanol + acetone + water (4:3:3,
/v/v) as the developing solvent. The developed plates were visu-
lized under short UV-lamp and/or by subjecting them to iodine
apors. The open-ring degradate (Rf value = 0.16); could be sepa-
ated from the intact drug (Rf value = 0.34).

.2. Spectrophotometric methods

.2.1. First-derivative (1D) method
Derivative spectrophotometry is a powerful tool in quantifica-

ion of mixture of drugs. It can be also used as a stability-indicating
ethod for the analysis of drugs in presence of their degradation

roducts; as it can solve the problem of absorption bands overlap-
ing.

A simple, rapid and selective spectrophotometric technique
as proposed and applied for the determination of MERM in the
resence of its degradation product, either as raw material or in
harmaceutical formulations. This was done by applying the first-
erivative (1D) ultraviolet spectrophotometry. The method can
olve the problem of spectral bands overlapping between MERM
nd its degradate without sample pretreatment or separation steps
f the analyzed drug and its degradate.

The absorption spectra of MERM and its degradation product
Fig. 2) show overlapping, little interference and error probability
hat make the use of direct spectrophotometry for determination of

ERM in the presence its degradate inaccurate, especially at higher
evel of degradate (more than 5%, w/w). When the first-derivative
pectra (Fig. 3) were examined, it was found that MERM can be
etermined at 281 and 315 nm, where its degradate has no con-
ribution (zero crossing). The clear zero crossing of the degradate
llows accurate determination of MERM in presence of any level of
ts degradate up to 60% (w/w). A linear relationship was obtained
n the range of 4–60 �g mL−1 for MERM (Fig. 4). The corresponding
egression equations were computed and found to be:

D = 0.0543C + 0.0284 (r = 0.9995), at 281 nm

D = 0.0866C + 0.0262 (r = 0.9998), at 315 nm

here 1D is the peak amplitude of the first-derivative curve
�A/��) at the corresponding wavelength, C is the concentration
f MERM (�g mL−1) and r is the correlation coefficient.

The precision of the proposed method was confirmed by
he analysis of different concentrations of authentic samples in
riplicates. The mean percentage recoveries were found to be

9.76 ± 0.52 at 281 nm and 100.11 ± 0.46 at 315 nm.

.2.2. Derivative ratio spectrophotometric method
The derivative ratio spectroscopy is a useful tool in quantifica-

ion of drugs. It could be applied as a stability-indicating method
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Scheme 1. Degra
or the determination of MERM in presence of its degradate. It could
etermine MERM in the presence of higher degradation percentage
han the first-derivative method does.

The zero order of the derivative ratio spectra of MERM and
he first-order of the derivative ratio spectra are presented in

ig. 2. Zero-order absorption spectra of 32 �g mL−1 pure (—) and 32 �g mL−1

egraded meropenem (. . .) in distilled water.
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of meropenem.
igs. 5 and 6, respectively. The concentration of the devisor was
tudied. It was found that upon dividing by 32 �g mL−1 of the
egradation product led to the best results in terms of sensitivity,
epeatability and signal to noise ratio.

ig. 3. First-derivative spectra of 32 �g mL−1 pure (—) and 32 �g mL−1 degraded
eropenem (. . .) in distilled water.
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ig. 4. First-derivative spectra for different concentrations (4, 12, 20, 28, 36, 44, 52
nd 60 �g mL−1) of meropenem in distilled water.

Linear calibration graphs were obtained for MERM in concen-
ration range of 4–60 �g mL−1 by recording the peak amplitude at
84 and 315 nm using 32 �g mL−1 of the degradate as a devisor. The
egression equations were computed and found to be:

DD = 0.1291C + 0.0582 (r = 0.9997), at 284 nm

DD = −0.2498C − 0.0805 (r = 0.9998), at 315 nm

here 1DD is the peak amplitude of the first-derivative curve for
MERM/its degradate), C is the concentration of MERM (�g mL−1)
nd r is the correlation coefficient.
The precision of the proposed method was checked by the anal-
sis of different concentrations of authentic samples in triplicates.
he mean percentage recoveries were found to be 100.51 ± 0.43 and
00.33 ± 0.31 at 284 and at 315 nm.

ig. 5. Zero order of derivative ratio spectra of meropenem 4–60 �g mL−1 using
2 �g mL−1 of degradate as a divisor.
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ig. 6. First order of derivative ratio spectra of meropenem 4–60 �g mL−1 using
2 �g mL−1 of degradate as a divisor.

.2.3. Bivariate method
Calibration function was calculated (r > 0.9990), mi- and ei-

alues were taken for the bivariate algorithm. The precision of the
roposed method was checked by the analysis of different con-
entrations of both authentic and degradate samples in triplicates.
he mean percentage recoveries were found to be 99.94 ± 0.64 for
ERM and 100.10 ± 0.66 for the degradate.
The bivariate calibration method may be competitive and in

ome cases even superior to commonly used derivative spectropho-
ometric methods as applied for the resolution of binary mixtures.
he advantage of bivariate calibration method is its simplicity and
he fact that derivatization procedures are not necessary. Unlike
ther chemometric techniques, there is no need for full spectrum
nformation and no data processing is required. In order to apply
he bivariate method to the resolution of binary mixture of MERM
nd its metabolite, we first select the signals of the two compo-
ents located at seven wavelengths: 220, 230, 250, 280, 298, 310
nd 320 nm. The calibration curve equations and their respective
inear regression coefficients are obtained directly with the aim
f ensuring that there is a linear relationship between the signal
nd the concentration. All the calibration curves at the selected
avelengths showed a satisfactory linear regression coefficient

r > 0.9990). The slope values of the linear regression were esti-

ated for both components at the selected wavelengths and used

or determination of the sensitivity matrices K, proposed by Kaiser’s
ethod [22]. The determinants of these matrices were calculated

s shown in Table 1. The wavelength set was selected for which

able 1
pplication of the method of Kaisera for the selection of the wavelength set for the
ixture meropenem and its degradate

2(nm) �1(nm)

220 230 250 280 298 310 320

20 0 1312 2265 7348 10820 8020 3316
30 0 713 2868 4356 3156 1140
50 0 958 1640 1090 166
80 0 744 144 864
98 0 600 1608

310 0 1008
20 0

he bold values refer to the highest matrix determinant value at which selection of
he two wavelengths occur.

a The absolute values of determinants of sensitivity matrices K is multiplied by
0−8.
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Table 2
Linear regression calibration formulae used for the bivariate algorithm

Binary mixture Component Calibration equationsa

� = 220 nm � = 298 nm

M
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The average retention times under the conditions described are
eropenem–degradate
Meropenem Y
Degradate Y

a Where Y is the absorbance value at 220 nm and at 298 nm, X is the concentratio

he highest matrix determinant value was obtained. For the bivari-
te determination of MERM and its degradate the wavelengths
20 and 298 nm were used. At these selected wavelengths, the
ne-component calibration curves were obtained in the range of
–60 �g mL−1 for both components. The linear regression calibra-
ion formulae used for the bivariate algorithm are presented in
able 2. The mean percentage recoveries were 99.94 ± 0.64 and
00.10 ± 0.66, for MERM and its degradate, respectively. The advan-
age of this method over the other spectrophotometric methods is
he ability for simultaneous determination of the intact drug and
ts degradate in mixtures.

.3. Chromatographic methods

.3.1. TLC-densitometry
A TLC-densitometric method is described for the determination

f MERM in the presence of its degradate without prior separation.
ifferent solvent systems were tried for the separation of MERM
nd its degradate. Satisfactory results were obtained by using
mobile phase composed of n-butanol + acetone + water (4:3:3,

/v/v), where Rf = 0.34 and 0.16 for MERM and its degradate, respec-
ively. The separation allows the determination of MERM with no
nterference from its degradate. The linearity was confirmed by

lotting the measured peak area versus the corresponding concen-
rations at 298 nm over a range of 2–12 �g spot−1, where a linear
esponse was obtained. Scanning profile of different concentrations
f MERM at 298 nm was shown in Fig. 7. The regression equation
as found to be: A = 0.2421C + 0.1505, r = 0.9992; where A is the

ig. 7. Scanning profile of different concentrations of meropenem by the TLC-
ensitometric method.

2
a
b

F
(
2

25X + 0.0138, r = 0.9996 Y = 0.022X + 0.012, r = 0.9998
056X + 0.0091, r = 0.9991 Y = 0.0012X + 0.0005, r = 0.9992

g mL−1 and r is the correlation coefficient.

ntegrated area under the peak × 10−4 for MERM, C is the concen-
ration of MERM in �g spot−1 and r is the correlation coefficient.
he precision of the proposed method was checked by the analysis
f different concentrations of authentic samples in triplicates. The
ean percentage recovery was found to be 100.33 ± 0.58.

.3.2. High-performance liquid chromatography
A simple isocratic high-performance liquid chromato-

raphic method was developed for the determination of
ERM in pure form and in pharmaceutical preparation using
250 mm × 4.6 mm, i.d. C18 LichrosorbTM 10 �m analytical col-

mn. The mobile phase was consisting of 0.05 mol L−1 ammonium
cetate + acetonitrile + methanol + triethylamine (75:15:10:0.1,
/v/v/v) and the pH was adjusted to 3.0 ± 0.1 using o-phosphoric
cid. The mobile phase was chosen after several trials to reach
he optimum stationary/mobile-phase matching. Although MERM
as degraded under drastic acidic conditions (pH 1) but it showed

tability in the mobile phase (pH 3.0 ± 0.1) during the analysis.
ost of the reported methods for MERM determination analyze

he drug at pH 3 that practically showed the best separation of the
rug from its degradate.

System suitability parameters were tested by calculating the
apacity factor, tailing factor, the sensitivity factor and resolution.
.74 min for the open-ring degradate, 3.94 min for intact MERM
nd 6.59 min for cefotaxime as internal standard. One sample can
e chromatographed in 12 min (Fig. 8). The chromatographic sys-

ig. 8. Liquid chromatographic separation of MERM (3.939 min) from its degradate
2.738 min) and cefotaxime (IS) (6.597 min), experimental conditions (see Section
).
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Table 3
Determination of meropenem in laboratory prepared mixtures by the proposed methods

Determination of intact
meropenem in lab. mix.

Methods

1D-Method
at 281 nma

1D-Method
at 315 nma

1DD-Method
at 284 nmb

1DD-Method
at 315 nmb

Bivariate
methodb

TLC-densitometric
methodc

HPLC methodc

Mean ± S.D. 100.13 ± 0.528 100.07 ± 0.497 100.11 ± 0.491 100.09 ± 0.605 99.94 ± 0.641 100.76 ± 0.690 100.16 ± 0.577

a Up to 60% degradation product.
b Up to 80% degradation product.
c Up to 90% degradation product.

Table 4
Determination of meropenem in MeronemTM vials by the proposed methods

Preparation 1D-Method 1DD-Method Bivariate method TLC-densitometric
method

HPLC method

At281 nm At 315 nm At284 nm At 315 nm

Meronem vial (0.5 g) Lot CV776
0.10 ±

M
0.13 ±
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Mean ± S.D. 99.99 ± 0.575 99.89 ± 0.571 100.37 ± 0.680 10

eronem vial (1 g) Lot CH979
Mean ± S.D. 100.15 ± 0.644 99.80 ± 0.712 100.21 ± 0.710 10

em described in this work allows complete base line separation
f meropenem from its degradation product and cefotaxime; (IS).
eak purity was confirmed for the HPLC peaks of both intact MERM
nd its degradate by a pilot run using a photodiode array detector.
piking of both intact drug and its degradate assured the presence of
nly one degradate during preparation of the degradation product
lso by changing the mobile phase ratios, just one peak appeared
orresponding to the drug at ∼3.9 min and another one for the
egradate at ∼2.7 min. Calibration graph was obtained by plot-
ing the peak area ratios (drug/IS) against concentration of MERM
�g mL−1). Linearity range was found to be 5–100 �g mL−1 using
he following regression equation:

= 0.0819C − 0.0965 (r = 0.9999)

here A is the peak area ratio, C is the concentration of MERM
�g mL−1) and r is the correlation coefficient.

The mean percentage recovery of pure sample was found to be
00.18 ± 0.39.

The robustness of the HPLC method was investigated by analysis
f samples under a variety of experimental conditions such as small
hanges in the pH (3.0–3.5), small changes in acetonitrile/methanol

atio (from 15/10 to 13/12) in the mobile phase and changing the
olumn using a 250 mm × 4.6 mm i.d. C18 ZorbaxTM 5 �m analyt-
cal column, Agilent (USA). The effect on retention time and peak
arameters was studied. It was found that the method was robust
hen the column and the mobile phase ratio were varied. During

w
o
f
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able 5
ssay parameters and validation sheet for determination of meropenem

arameter 1D-Method 1DD-Method

At 281 nm At 315 nm At 284 nm At 315

ange 4–60 �g mL−1 4–60 �g mL−1

lope 0.0543 0.0866 0.1291 0.24
ntercept 0.0284 0.0262 0.0582 0.08

ean 99.76 100.11 100.51 100.33
.D. 0.524 0.458 0.425 0.311
ariance 0.275 0.210 0.181 0.09
oefficient of variation 0.525 0.457 0.423 0.31
orrelation coefficient (r) 0.9995 0.9998 0.9997 0.99
.S.D. (%)a 0.465–0.562 0.535–0.567 0.451–0.512 0.51
.S.D. (%)b 0.439–0.575 0.657–0.518 0.449–0.562 0.55

a The interday (n = 6) relative standard deviations of (10 �g mL−1 and 50 �g mL−1) of
LC-densitometric method.
b The intraday (n = 5) relative standard deviations of (10 �g mL−1 and 50 �g mL−1) of

LC-densitometric method.
0.543 100.40 ± 0.666 100.44 ± 0.657 100.42 ± 0.590

0.616 100.06 ± 0.910 99.63 ± 0.595 100.07 ± 0.574

hese investigations, the retention times were modified, however
he areas and peaks symmetry were conserved.

.4. Stability indication

To assess the stability-indicating efficiency of the proposed
ethods, the degradation product of MERM was mixed with its

ntact sample in different ratios and analyzed by the proposed
ethods. Table 3 illustrates good selectivity in the determination

f MERM in the presence of up to 60% (w/w) of its degradate in
he first-derivative spectrophotometric method, up to 80% (w/w)
y the derivative-ratio and bivariate methods and up to 90% (w/w)
y the densitometric and HPLC methods.

The suggested methods were successfully applied for the deter-
ination of MERM in its pharmaceutical formulation, showing

ood percentage recoveries. The validity of the suggested methods
as further assessed by applying the standard addition technique

Table 4).
The precision of the suggested methods was also expressed in

erms of relative standard deviation of the interday and intraday
nalysis results (Table 5).
Results of the suggested methods for determination of MERM
ere statistically compared with those obtained by applying the

fficial HPLC method [1]. The calculated t- and F-values [23] were
ound to be less than the corresponding theoretical ones, confirm-
ng good accuracy and excellent precision (Table 6).

Bivariate method TLC-densitometric
method

HPLC method

nm

4–60 �g mL−1 2–12 �g spot−1 5–100 �g mL−1

98 0.2421 0.0819
05 0.1505 −0.0959

99.94 100.33 100.18
0.641 0.576 0.393

7 0.411 0.332 0.154
0 0.642 0.574 0.392
98 0.9992 0.9999
9–0.589 0.652–0.725 0.589–0.682 0.621–0.825
1–0.628 0.591–0.684 0.521–0.591 0.598–0.782

meropenem by the proposed methods and (5 �g spot−1 and 10 �g spot−1) for the

meropenem by the proposed methods and (5 �g spot−1 and 10 �g spot−1) for the
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Table 6
Statistical comparison for the results obtained by the proposed methods and the official method for the analysis of meropenem

Parameter 1D-Method 1DD-Method Bivariate
method

TLC-densitometric
method

HPLC method Official HPLC
method [1]

At 281 nm At 315 nm At 284 nm At 315 nm

Mean 99.76 100.11 100.51 100.33 99.94 100.33 100.18 100.23
S.D. 0.524 0.458 0.425 0.311 0.641 0.576 0.393 0.415
Variance 0.275 0.210 0.181 0.097 0.411 0.332 0.154 0.172
n 8 8 8 8 8 6 10 6
F (4.88
S 5 (2.1

t P = 0.
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-test 1.60 (4.88)* 1.22 (4.88)* 1.05 (4.88)* 1.77
tudent’s t-test 1.872 (2.179)* 0.512 (2.179)* 1.236 (2.179)* 0.49

* The values in the parenthesis are the corresponding thoretical t- and F-values a

.4.1. The kinetic order
Estimation of the kinetic order of the acid-degradation of MERM

ould be done by calculating the percentage of the remaining drug
oncentration and its logarithmic value at different time intervals
uring the hydrolysis process. Assay of MERM was carried out by
dopting the developed HPLC method. The degradation process
f meropenem follows pseudo-first-order kinetics during degra-
ation as indicated by the straight line relationship between log
he percentage of the remaining drug concentration versus time.
ower rate of degradation was observed for the dosage formula-
ion (containing sodium carbonate additive) in water, 0.9% (w/v)
aline solution and in 5% (w/v) dextrose solution. It was up to 5%
egradation after 8 h in water or saline solutions and after 3 h in
extrose solution.

. Conclusion

The suggested methods are found to be simple, accurate, selec-
ive and equally sensitive with no significant difference of the
recision compared with the official HPLC method of analysis [1].
pplication of the proposed methods to the analysis of MERM in its
harmaceutical formulation shows that neither the excipient nor
he degradation product interferes with the determination.
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a b s t r a c t

Multi-increment sampling (MIS) has been most extensively used for munitions constituents at environ-
mental sites where a high degree of contaminant heterogeneity exits. A revised method (USEPA Method
8330B) for explosives that uses MIS was announced in the fall of 2006, but similar guidance has not been
reported for testing metals in soils. Questions have been raised as how to prepare representative analyt-
ical samples for metals determination from field composites. Three different grinding procedures were
used in this study for three soil types to determine if grinding (relative to homogenizing soil without
grinding) increases metal concentrations and decreases variability. The performance of these procedures
was demonstrated via the analysis of replicates (n = 16 for two soil types) using statistical evaluations
that included calculations of various descriptive statistics (e.g., medians, means and standard deviations),
Kruskal–Wallis (KW) tests for the medians and two tests for the variances (Bartlett’s and Levene’s test).
There was a slight increase in concentrations for several of the metals in the clay loam soil after grinding,
although the increases were a small percentage of the concentrations measured. The standard devia-

tions (and variances) for replicate digestions and analyses generally decreased, although anomalies were
observed. The grinding methods increased precision overall, however, the data indicated that the roller
mill grinding was not as effective as the other grinding methods tested.
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. Introduction

Studies done for training and firing ranges in both the United
tates and Canada have shown that munitions constituents, con-
entrations, fragment sizes and spatial distributions greatly vary
ithin individual training ranges, as well as between different

anges [1,2]. In order to achieve representative field samples
or ranges, multi-increment sampling (MIS) strategies have been
eveloped for explosives analysis. MIS typically entails collecting
0 or more soil aliquots (e.g., using a coring device for surface
oils) that are combined to produce a single composite sample of
t least 1 kg [3–8]. The set of soil aliquots or “increments” is usu-
lly collected within some pre-defined boundary (referred to as the
decision unit”) using either random or systematic random sam-
ling. The single composite sample is then air-dried and ground to

ssure homogeneity for explosives analysis. Metals are also poten-
ial contaminants of concern for active and inactive training and
ring ranges [9–11]. The Department of Defense has developed the
unitions Response Site Prioritization Protocol to assign priorities

∗ Corresponding author. Tel.: +1 601 634 3576; fax: +1 601 634 3518.
E-mail address: Deborah.Felt@usace.army.mil (D.R. Felt).
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or response action to defense sites containing these constituents
12,13].

However, questions have been raised as how to prepare repre-
entative analytical samples for metals analysis from these field
omposites. Traditional methods for the preparation of soil sam-
les for metal analysis, such as USEPA Methods 3050B and 3051,
ecommend sample masses of 1 g or less for digestion and analysis.
lthough these methods recommend that about 200 g of sample be
ollected in the field, the sub-sampling of the 1-g masses for diges-
ion and analysis typically entails little or no sample preparation.
or example, guidance for sample preparation for sub-sampling
n Method 3050B is limited to the following: “Mix the sample
horoughly to achieve homogeneity and sieve, if appropriate and
ecessary, using a USS #10 sieve.” Multi-increment sampling typi-
ally entails collecting a larger sample mass in the field (e.g., at least
000 g for explosives using Method 8330B) and doing extensive
ample preparation (e.g., homogenization through grinding) prior
o sub-sampling to reduce variability and sub-sampling errors. The
on-routine sample preparation procedures and lack of experience

ith the MIS at some production laboratories have hindered its

mplementation.
Grinding is not an uncommon sample preparatory step, as it

s recommended by the U.S. Geological Survey [14], the Cana-
ian Society of Soil Science [15], and U.S. Environmental Protection
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gency [16], however it is not specified in the traditional USEPA
ethod 3051. The Canadian Society of Soil Science recommends

outine grinding of soil to pass through a 2 mm screen prior to most
oil analyzes [15]. Another study modified USEPA Method 3050B by
dding drying, grinding, and sieving procedures [17]. Specific grind-
ng methods and equipment were not specified in these studies.
dditionally, it has been suggested that stainless steel equipment
as generally satisfactory, but should be used with caution because
f the number of metals in that material [15]. In particular, soil
amples prepared for USEPA Method 8330B are typically ground
ith ring puck mills with steel grinding surfaces that can introduce

ignificant metal contamination for low-level analyses.
Homogenization using grinding with non-metallic grinding sur-

aces and containers for the preparation of soil samples for metals
nalysis at the laboratory was evaluated in the present study. The
verall objective of this study was to obtain a better understanding
f the technical requirements for processing large soil samples prior
o metals analysis. Compared with samples that are homogenized
ithout any grinding, it was expected that analyte concentrations

n ground samples would not significantly increase (i.e., a large
ositive bias would not be observed) and that variability would
ecrease (i.e., better measurement precision would be achieved).
his information will enable the development of practical strate-
ies that support the MIS approach for environmental studies that
equire metal analyses.

. Experimental

.1. Materials and methods

Three different grinding procedures, all using non-metallic
rinding surfaces and containers: (1) mortar and pestle (MP), (2)
oller mill (RM) and (3) pulvisette (PS) were investigated; three dif-
erent solid materials were used: (1) Ottawa Sand (2) Waterways
xperiment Station (WES) soil and (3) Grenada Loring (GL) soil.
he Ottawa Sand was purchased from Fisher Scientific and served
s a contamination control for the grinding procedures. The WES
oil has been classified as a loess (98% fines), with a cation exchange
apacity of 5 meq/100 g, total organic carbon content of 3.14%, and a
H of 8.70. The Grenada Loring soil has been classified as a silty clay

oam; its geochemical characteristics are described elsewhere [18].
oth WES and GL soils are representative of some soils found on
raining and firing ranges. The performance of the sample prepa-
ation procedure was demonstrated via the analysis of replicates
sing statistical evaluations as described below.

All acids, chemicals, and standards used for the digestions were
f ultrapure reagent grade and were used as received. The deion-
zed water had a resistivity of 18.3 M� cm. The mechanical grinding
evices used in this study included a roller mill purchased from
epor, Inc. (Wilmington, CA) and a Fritsch Pulverisette 7 (Idar-
berstein, Germany). The Sepor roller mill was a continuous duty

ar drive equipped with a variable-speed DC drive for an output
ange of 20–345 roller RPM, which can achieve a jar speed range
f 5–86 revolutions per minute (RPM). One kilogram of solid mate-
ial was processed for 6 h in grinding jars, which were constructed
f ultra-high fired alumina (85% A12O3). To each grinding vessel,
2 grinding balls were added. The body of each jar was externally
oated with a thick layer of polyurethane to prevent breakage. The
rinding jars were equipped with a positive lid locking bar and

recision-fit covers with neoprene gaskets.

The Fritsch Pulverisette 7 is a laboratory planetary mill used
or high-speed grinding of liquid or solid samples. Each sample
as crushed in agate (SiO2) grinding bowls by agate grinding balls.
pproximately 35 g of soil was placed in each grinding bowl and
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rocessed in the pulverisette for 15 min. The 35-g aliquots were
hen combined before further processing was done. The soil in the
owl was ground by the centrifugal forces from the rotation of the
rinding bowl around its own axis and the rotating supporting disc.

The mortars and pestles used in this study were made from hard
hemical-porcelain ware. The mortars had a lip and were glazed on
he outside. The pestles were glazed to the grinding surface. Soil
liquots of about 70 g were ground for about 15 min in the mortar
ith the pestle to pass the soil through a #40 sieve. The ground soil

liquots were then combined for additional sample preparation.
All solid samples (sample size n = 16 per treatment for the

ES and GL soils and n = 3 for Ottawa Sand blanks) were acid
igested following USEPA Method 3050B (4) using nitric acid and
ydrogen peroxide in borosilicate glass digestion vessels. Sam-
les were heated during digestion on a DigiPrep heating block
urchased from SCP Science (Champlain, NY). Digested samples
ere analyzed for metals using a PerkinElmer Elan 6000 induc-

ively coupled plasma mass spectrometer (ICP-MS) (Wellesley, MA).
he plasma was operated at 1200 W, cross-flow nebulizer flow of
.85 mL/min, sample flow rate of 1.5 mL/min and integration time
er analyte of 50 ms with three instrumental replicates. Rhodium
internal standard) was added in-line prior to the nebulizer to
orrect for instrumental drift during analytical batches. Method
etection limits of 0.2–0.5 �g/L and reporting limits of 2–5 �g/L
ere obtained, depending on the element. This produced reporting

imits of 0.4–1 mg/kg (example 2 �g/L × 0.05 L digestate/0.5 g soil).

.2. Quality control

The ICP-MS was calibrated using a series of blanks and cal-
bration standards that contained all the metals of interest at
oncentrations of 0, 1, 10 and 100 �g/L. In addition to a number of
arget analyte list (TAL) metals, rare earth metals were included in
he analyses to determine if grain size reduction through grinding
ncreased metal concentrations (presumably, by increasing the effi-
iency of the acid extractions). The types of quality controls samples
ncluded in this study are listed in Table 1.

Two types of standard reference samples were analyzed for
xternal quality control. One was a solid, standard reference mate-
ial, #8704, procured from the U.S. National Institute of Standards
nd Technology (NIST) and the second (ERA) was a liquid quality
ontrol standard, #500, purchased from Environmental Resource
ssociates (Golden, CO).

.3. Analytical sample preparation

Approximately 4 kg of each solid material was manually mixed
nd passed through a #10 stainless steel sieve, as recommended
n USEPA Method 3050B. “Soil” was defined as the material that
assed through the sieve. Each soil was then divided into four equal
-kg aliquots by random sampling. One aliquot was left unground,
hereas the three remaining 1-kg aliquots were ground using a
ortar and pestle, roller mill or pulvisette, until the soil passed

hrough a #40 sieve. A #40 sieve (425 �m openings) was used to
educe sub-sampling variability to a degree that a 0.5 g aliquot (sub-
ample) would be expected to be representative of the 1 kg sample
according to Gy’s sampling theory) [19]. Method 3050B recom-

ends a 1-g (dry-weight) sample aliquot be diluted to 100 mL after
cid digestion, whereas equivalent methods, such as Method 3051,
ecommend an aliquot of 0.2–0.5 g. Therefore, the 0.5 g aliquots

ere diluted to volumes of 50 mL after the acid digestions to main-

ain the same sample to reagent ratios as in Method 3050B. Soil
ub-samples (n = 16 for soils, n = 3 for sand blanks) of 0.5 g for each of
he four treatments were acid digested using nitric acid and hydro-
en peroxide following USEPA Method 3050B. The digested samples
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Table 1
Quality control samples used in this study

Abbreviation Title Comment

ICV Initial calibration verification Verifies calibration from a second source standard (relative to the initial calibration standard)
CCV Continuing calibration verification Verifies instrument calibration throughout sample analysis
CCB Continuing calibration blank Monitors carry over and reagent purity throughout sample analysis
PBS Preparation blank sample Monitors contamination for the digestion and analysis
LCS Laboratory control sample Verifies analyte recoveries for digestion and analysis
NIST Buffalo River sediment, #8704 NIST-traceable solid standard (reference soil)
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to the digestion method that was used. EPA Method 3050B utilizes
nitric acid and hydrogen peroxide when the samples are analyzed
using ICP-MS. The method also allows the use of hydrochloric
acid for the digestion procedure (to increase its metal extraction

Table 2
Experimental results for quality control samples

Analyte Average values of quality control samples

PBS (ug/g) LCS (% REC) NIST (% REC)

Be <2 94.7 NA
Ti <2 94.2 NA
V <2 92.6 25.0
Cr <2 91.8 59.7
Mn <2 94.3 94.4
Co <2 92.0 83.0
Ni <2 91.3 88.1
Cu <2 92.9 NA
Zn <2 88.1 88.7
As <2 86.1 NA
Se <2 85.6 NA
Sr <2 89.4 NA
Mo <2 89.5 NA
Ag <2 91.2 NA
Cd <2 87.9 98.6
Sn <2 98.7 NA
Sb <2 91.8 15.9
Ba <2 92.1 22.2
Tl <2 92.0 NA
Pb <2 95.5 98.0
U <2 80.8 23.5
Ce <2 NA 34.9
Gd <2 NA NA
La <2 NA NA
Nd <2 NA NA
Pr <2 NA NA
Sm <2 NA NA
RA Quality control standard, Catalog #500, Lot# 07074 Exter
S Matrix spike – at least one per treatment Verifi

Replicate – one per analysis Moni
Analytical spike – one per analysis Moni

ere then filtered, diluted to 50 mL and analyzed for metals using
CP-MS following USEPA Method 6020. The unground sub-samples
and analytical data) were labeled “UG.” The remaining aliquots
and resulting analytical data) were labeled as follows: “RM” for
oller mill, “PS” for the pulverisette and “MP” for the mortar and
estle.

.4. Statistical evaluations

The statistical evaluation of the soil data included the calculation
f various descriptive statistics such as the sample median, median,
nd standard deviation (e.g., to evaluate central tendency and dis-
ersion, respectively). The following two-sample hypothesis tests
ere also done: The KW tests for the medians, two tests for the

ariances (Bartlett’s and Levene’s test) and the sign test (to eval-
ate overall differences between the medians). These tests were
one using the commercial statistical software package, MINITAB
ersion 14.2. The 95% level of confidence was used for all of the
tatistical tests. For the KW tests and the tests for the variances, the
ull or baseline hypotheses were that all of the medians or variances
re equal, where p-values <0.05 indicate one or more variances or
edians are different. The Levene’s test was typically used to eval-

ate the variances as many data sets were not normally distributed
nd Bartlett’s test is sensitive to departures from normality. Sim-
larly, the non-parametric KW tests were used for the statistical
valuations of the median metal concentrations.

Most of the statistical hypothesis tests were two-tailed, identify-
ng non-directional differences for one or more of the data sets (e.g.,
hanges in the medians rather than increases in the medians). Sim-
le multi-sample two-tailed hypothesis tests such as the KW and
evene’s test were primarily used for convenience. Large p-values
ndicated that there was no change in the medians or variances but
mall p-values needed to be carefully interpreted (for determining
hether grinding increased the medians or reduced the variability).

he thorium results for the WES soil illustrate how small p-values
ere interpreted. The small p-value for the KW test (p < 0.05) indi-

ated that at least one of the treatment medians was statistically
ifferent. However, the treatment medians were different because
he UG median was larger than the other treatment medians (3.71
ompared with 3.53, 3.51 and 3.55), not because grinding increased
he medians. Similarly, there was also at least one difference for
he variances of the four treatments (p-values for the Levene’s and
artlette’s tests <0.05). However, this occurred because the vari-
nce for the RM treatment was larger than the other variances, not
ecause grinding reduced the variances.

A large number of statistical plots (e.g., normal probability
nd box plots) were done to support the statistical evaluations;

number of two-sample directional hypothesis tests were also

one when the non-directional hypothesis test identified signifi-
ant differences (e.g., to determine whether grinding increased the
edians or reduced variability), but most of these results were not

ncluded (e.g., primarily for purposes of brevity).

T
B
P
Z
R

urce Quality Assurance (QA) standard
lytes can be recovered from each soil
strument precision
strument accuracy and bias

. Results and discussion

.1. Quality control samples

The means of the experimental values obtained for the quality
ontrol samples are listed in Table 2. The certified NIST reference
oil had low recoveries for some analytes (V, Cr, Sb, Ba, U, Ce and Th).
owever, overall the quality control samples had acceptable recov-
ries. Laboratory control sample (LCS) recoveries were all within
cceptable limits and the preparation blank samples (PBS) had low
etals concentrations, except for boron and phosphorus. It is likely

hat some of the boron observed in the digestion solutions was the
esult of the use of borosilicate glass digestion vessels and phos-
horus can be a contaminant in nitric acid.

The low recoveries for some of the analytes can be attributed
h <2 76.9 37.6
16.5 NA NA
17.0 NA NA

r <2 NA NA
b <2 NA NA
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Table 3
Recovery results for matrix spike samples

Analyte Averages of matrix spike samples (% recoveries)

Sand Grenada Loring soil WES soil

UG MP UG RM PS MP UG RM PS MP

Be 97.7 97.8 102.4 105.6 101.1 107.5 103.4 105.2 109.3 106.3
Ti 100.0 95.9 107.2 118.1 103.0 102.3 97.7 110.5 102.7 99.8
V 97.2 98.1 112.6 115.8 108.3 114.2 114.7 120.5 125.9 114.2
Cr 97.8 99.6 106.4 107.2 103.7 108.1 102.2 103.2 108.9 105.5
Mn 96.7 98.5 66.8 182.1 113.3 146.9 195.9 160.4 158.5 49.6
Co 95.8 96.6 96.0 99.5 95.8 99.0 99.6 98.9 105.2 99.9
Ni 95.7 95.3 96.1 97.8 95.9 99.5 97.6 99.6 102.8 97.7
Cu 98.4 96.3 97.5 91.9 95.7 99.0 95.3 95.5 99.5 93.8
Zn 88.5 90.0 93.2 96.4 94.0 95.1 95.1 95.6 97.4 95.0
As 91.2 90.9 93.7 96.1 93.2 98.1 92.9 94.7 96.6 93.8
Se 90.1 88.6 91.0 93.9 90.5 95.8 93.5 96.1 98.0 95.4
Sr 95.2 96.6 112.0 116.6 120.7 116.0 116.5 131.0 132.7 118.8
Mo 94.5 96.5 86.8 89.7 86.3 88.4 93.6 95.8 98.8 93.7
Ag 95.6 95.5 96.1 97.1 94.8 98.5 93.8 95.8 99.3 96.0
Cd 90.8 92.1 94.9 97.2 94.6 95.8 94.0 95.1 98.3 94.1
Sn 93.9 97.9 145.0 91.0 93.0 97.0 69.9 70.2 73.8 67.1
Sb 95.0 95.9 12.1 11.8 10.3 10.8 40.1 39.8 39.9 29.4
Ba 94.0 96.2 109.0 113.5 109.2 115.3 106.3 105.1 109.2 100.1
T 100.5
P 105.2
U 93.4
T 89.3
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l 95.9 94.6 98.2 101.3
b 95.8 98.4 102.4 102.6

88.4 86.8 92.5 95.5
h 86.2 81.9 88.4 94.3

fficiency) if the samples are analyzed by ICP-AES. Hydrochloric
cid is not typically used for ICP-MS analyses because of isobaric
nterferences in the plasma from chloride ions (e.g., 40Ar35Cl on
5As, 16O35Cl on 51 V and 16O37Cl on 53Cr). ICP-MS analyses were
sed because trace element determinations were needed, as indi-
ated by the low metal concentrations in the soil samples. The use
f only nitric acid and hydrogen peroxide for the digestions could
ave resulted in the lower recoveries for some of the metals [20].

However, it should be noted that the recoveries were within
cceptable limits for many of the elements determined. Further-
ore, even if it is assumed that the use of only nitric acid resulted

n lower recoveries (i.e., a low bias for the reported metal concen-
rations), this would not affect the comparability or reproducibility
f the results. Bias from the digestion procedure would change the
edians but not the differences between medians (e.g., for the KW

ests). Method 3050B is not a total digestion technique for most
amples; rather it is a very strong acid extraction that will dissolve
ost elements that could become “environmentally available.” By

esign, elements bound in silicate structures are not normally dis-
olved by this digestion procedure as they are not usually mobile
n the environment.

The matrix spike recoveries for most elements were within 15%
f the nominal values, as shown in Table 3. Antimony recoveries are
ow because hydrochloric acid was not used in the digestion proce-
ure as explained above [20]. The spike concentrations for elements
uch as Mn and Sr were small relative to the native concentrations
n the samples (less than a 1:10 ratio); therefore, spike recoveries
or these analytes were not considered to be representative. The

atrix spike results for the Ottawa Sand samples that were ground
sing the RM and the PS were not included in Table 3 because the
pike was inadvertently not added to those samples; however, the
ecoveries for the UG and MP Ottawa Sand samples are acceptable.

.2. Ottawa Sand
Metals concentrations for the sand samples, ground and
nground, were generally low with small standard deviations as
hown in Table 4. This is attributable to the homogeneity of the par-
nt material; Ottawa Sand is a primarily pure silica material with

d

t
n
g

105.7 95.0 93.3 97.2 92.7
112.5 96.5 95.2 98.7 92.8
101.1 81.2 80.8 84.8 79.1
99.2 77.8 79.4 90.9 76.7

niform grain size. It was included in the study as a control to detect
ontamination from the sample processing. These results indicate
hat few, if any, metals were introduced into the samples during
rinding, owing to the use of non-metallic grinding and digestion
quipment.

.3. GL soil

The analyte concentrations for the GL soil samples are listed in
able 5. The zinc results for the GL soil were typical of other metals
hat were evaluated during the study. There was a slight increase in
nalyte concentration in the ground samples versus the unground
amples and the standard deviations for the ground samples tended
o be smaller. The unground sample concentrations were typically
ithin one standard deviation of the ground sample concentra-

ions. For example, the zinc concentration in the unground GL soil
as 27.7 �g/g with a standard deviation of 6.0 �g/g. The zinc con-

entrations in the ground samples were 35.0 ± 4.9, 28.5 ± 2.7, and
0.3 ± 3.2 �g/g for the RM, PS, and MP samples, respectively.

The medians and p-values derived for the GL soil data are listed
n Table 6 and results of the sign test for the medians are illus-
rated in Table 7. The overall differences in the medians between
he unground (UG) and ground samples (RM, PS, and MP) for most
f the metals were initially evaluated using the sign test. (Metals in
he GL soils at low concentrations at or below the reporting limits
ere not evaluated.) For each metal, the median of the UG results
as subtracted from the corresponding median of PS, MP and RM

esults (producing 63 differences or data points – 3 grinding treat-
ents × 21 metals per treatment). If grinding did not increase the
edians on the average, then the number of positive and nega-

ive differences should have been roughly equal. A two-tailed sign
est was done to determine if the differences were different from
ero on the average. The sign showed a significant negative dif-
erence, suggesting that grinding increases the medians to some

egree.

Statistically significant differences were observed for the KW
ests for about half of the metals. Analytes in the GL soil that did
ot show statistically significant differences for the medians after
rinding included Ti, V, Cr, Mn, Ni, Sr, Th, Rb, Cu and Co.
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Table 4
Descriptive statistics for sand replicates

Analyte Mean metals concentrations (�g/g) and one standard deviation (�g/g) in sand samples

UG RM PS MP

Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Be 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Ti 0.6 0.3 4.1 0.1 3.6 0.1 0.4 0.1
V 0.1 0.0 0.3 0.0 0.2 0.0 0.1 0.1
Cr 0.2 0.0 0.4 0.0 0.2 0.0 0.2 0.1
Mn 1.7 0.4 2.0 0.0 2.1 0.1 1.8 0.3
Co 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Ni 0.2 0.0 0.3 0.0 0.7 0.5 0.2 0.1
Cu 0.2 0.0 18.9 28.0 0.8 0.8 0.4 0.3
Zn 0.8 0.3 4.8 0.1 2.7 1.0 0.8 0.3
As 0.1 0.0 0.1 0.0 0.1 0.0 0.1 0.0
Se 0.0 0.1 0.0 0.1 0.0 0.1 0.0 0.1
Sr 1.2 0.1 1.5 0.0 2.1 0.0 1.2 0.0
Mo 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Ag 0.0 0.0 0.0 0.1 0.0 0.0 −0.1 0.0
Cd 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Sn 1.3 0.0 1.3 0.0 1.3 0.0 1.3 0.1
Sb 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.6
Ba 0.3 0.0 1.1 0.0 2.5 0.1 0.4 0.1
Tl 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Pb 0.3 0.2 0.5 0.2 0.9 0.7 0.7 1.0
U 0.0 0.0 0.1 0.0 0.1 0.0 0.0 0.0
Ce 2.9 0.2 3.3 0.2 3.8 0.1 3.1 0.4
Gd 0.2 0.0 0.3 0.0 0.3 0.0 0.2 0.0
La 1.0 0.1 1.2 0.1 1.5 0.1 1.1 0.2
Nd 1.2 0.1 1.4 0.1 1.6 0.1 1.3 0.2
Pr 0.3 0.0 0.3 0.0 0.4 0.0 0.3 0.1
Sm 0.2 0.0 0.2 0.0 0.3 0.0 0.2 0.0
Th 0.1 0.0 0.2 0.0 0.4 0.0 0.1 0.1
B 0.6 0.1 0.8 0.2 0.6 0.3 0.3 0.3
P 1.1
Z 0.0
R 0.0
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Although statistical differences occurred, all three grinding
ethods did not typically produce statistically different medians; a

umber of statistical differences seemed to be attributable to only
ne or two of the three grinding methods. If the increase in surface
rea from grinding had produced a large positive bias, statistical dif-
erences would have been expected for all three grinding methods.
n addition, the most energetic grinding treatment, PS, would be
xpected to produce the largest increases in the medians. However,
he PS treatment often produced medians that were numerically
maller than the corresponding medians for the least energetic
rinding treatment, MP. The differences in the medians were also
elatively small for the metals that exhibited statistically signifi-
ant differences. These results suggested that grain size reduction
id not greatly affect metal availability to the acid leach solutions.

The statistical evaluation indicated that the grinding methods
educed variability (increased precision) overall for the Grenada
oring soil. With the exception of Th, the p-values for all of the
nalytes were <0.05 by the Bartlett’s test, Levene’s test or both. The
tatistical differences were usually attributable to larger variances
or the UG soil data, but larger variances (relative to the variances
f the MP and PS data) were also observed for RM soil data. The
arger overall variability of the UG data sets relative to the small
ncreases in the medians after grinding supported the conclusion
hat the statistical differences in the medians observed for the KW
ests were not of practical significance.
.4. WES soil

The metal concentrations in the WES soil are summarized in
able 8. Most of the p-values for the WES soil using the KW test were
0.05, as shown in Table 9, which does not support the hypothe-
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33.9 1.8 23.9 2.1
0.7 0.0 0.2 0.0
0.1 0.0 0.1 0.0

is that grinding increased the medians. One or more significantly
arger medians were observed for some elements: Be, Ti, V, Cr,

n, Zn, Mo, Ba, B and Rb (usually for either the RM or PS proce-
ure). However, in general, when statistical differences between
he medians occurred, they were relatively small and did not appear
o be of practical significance. For example, the statistically larger

edian for the PS treatment for Ba in the WES soil was within 10%
f the UG median (well within the typical tolerance for analytical
rror for ICP analyses).

Furthermore, when statistical differences occurred for the KW
ests, the medians of all three grinding methods were not all statis-
ically larger than the corresponded UG medians; that is statistical
ifferences were not systematically observed for all of the grind-

ng procedures. This did not support the hypothesis that grinding
roduces a large positive bias. For example, as shown in Table 9,
he KW p-value for Ba is nearly zero, indicating that one or more

edians are significantly different. However, the statistical differ-
nce for the KW test is attributable to the PS treatment only, as
hown in Table 10, which summarizes the results of the two-sample
ann–Whitney (MW) test for Ba. (The MW test produces compa-

able results to KW test.) The baseline (null) hypothesis for the
W test was that the median of the grinding treatment (MP, PS

r RM) is less than or equal to the median of UG treatment. With
he exception of the PS grinding treatment, the p-values were all
0.05. Similarly, a statistically significant difference was noted for
n for the RM treatment only, as shown in Table 11.
Overall, none of the grinding procedures appreciably reduced
he variability of the WES soil data, unlike GL soil results, where
rinding decreased the variances overall. The variances or stan-
ard deviations for the WES samples ground using a mortar and
estle were often the same or numerically larger than those for
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Table 5
Descriptive statistics for Grenada Loring replicates

Analyte Mean metals concentrations and one standard deviation (�g/g) in GL soil samples

UG RM PS MP

Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Be 0.6 0.2 0.5 0.1 0.5 0.1 0.6 0.1
Ti 57.0 12.2 61.2 7.4 59.8 7.6 65.1 4.3
V 25.4 7.4 25.1 3.0 25.8 1.6 25.0 1.0
Cr 13.3 2.8 13.4 2.2 13.5 1.1 13.0 0.9
Mn 578.0 273.1 580.4 207.6 571.1 60.7 564.0 59.4
Co 7.3 3.5 6.5 1.4 6.7 0.4 6.7 0.4
Ni 10.7 1.8 10.9 1.3 10.9 0.4 11.1 0.5
Cu 9.1 1.9 9.3 1.7 9.4 0.4 9.5 0.4
Zn 27.7 6.0 35.0 4.9 28.5 2.7 30.3 3.2
As 6.8 4.7 5.9 1.0 6.7 0.8 6.5 0.5
Se 0.8 0.3 0.7 0.2 0.8 0.3 0.8 0.4
Sr 7.7 1.1 8.0 0.9 8.1 0.4 8.1 0.4
Mo 0.2 0.2 0.2 0.1 0.2 0.0 0.2 0.0
Ag 0.1 0.0 0.1 0.0 0.1 0.0 0.1 0.0
Cd 0.1 0.0 0.1 0.1 0.1 0.0 0.1 0.0
Sn 0.3 0.1 0.2 0.1 0.3 0.1 0.3 0.1
Sb 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Ba 68.4 12.6 79.1 28.4 76.6 3.6 74.1 2.9
Tl 0.2 0.0 0.2 0.0 0.2 0.0 0.2 0.0
Pb 14.4 3.8 15.0 2.2 15.8 0.6 16.2 1.0
U 1.2 0.2 1.2 0.2 1.3 0.1 1.3 0.1
Ce 44.6 6.7 46.5 5.1 48.7 1.9 49.2 1.6
Gd 3.1 0.6 3.3 0.4 3.5 0.1 3.5 0.2
La 19.5 3.0 20.5 2.2 21.4 0.9 21.6 0.9
Nd 18.1 2.7 19.0 2.0 20.1 0.7 20.3 0.7
Pr 4.7 0.7 5.0 0.5 5.2 0.2 5.3 0.2
Sm 3.2 0.5 3.4 0.3 3.6 0.1 3.6 0.2
Th 3.5 1.1 3.7 1.1 4.0 0.9 4.1 1.0
B −3.7 3.8 −6.3 5.3 −10.6 7.4 −8.7 7.2
P 378.6 113.4 375.4 49.8 397.4 31.5 402.1 22.7
Zr 5.4 1.4 4.9 0.8 4.4 0.3 4.3 0.2
Rb 12.5 1.8 13.1 1.8 13.4 0.8 13.2 0.9

Table 6
Medians (�g/g) and p-values from statistical tests for the GL soil data

Metal Median p-value

MP PS RM UG KW Levene Bartlett’s

Ti 66.4 57.15 59.45 58.6 0.08 0 0.002
V 24.9 25.4 24.15 22.85 0.121 0.029 0
Cr 12.75 13.25 12.95 12.55 0.385 0.066 0
Mn 548.7 538.2 532.5 496.6 0.478 0.041 0
Co 6.7 6.6 6.5 5.75 0.201 0.008 0
Ni 11.2 11.05 10.6 10.4 0.319 0 0
Cu 9.4 9.35 9 9 0.354 0 0
Zn 29.3 27.55 35.85 27.2 0 0.014 0.012
As 6.35 6.5 5.65 5.5 0.005 0.11 0
Sr 8 7.9 8.1 7.7 0.746 0 0
Ba 73.9 75.5 75.8 67.95 0.037 0.038 0
Pb 16 15.8 15.65 13.05 0.041 0.001 0
Ce 49.3 48.45 46.1 42.6 0.047 0 0
Gd 3.45 3.5 3.45 3 0.03 0 0
La 21.6 21.3 19.95 18.95 0.019 0 0
Nd 20.4 20.15 18.9 17.6 0.008 0 0
Pr 5.3 5.2 4.95 4.55 0.017 0 0
Sm 3.6 3.6 3.4 3.05 0.003 0.001 0
Th 3.6 3.5 3.5 3.2 0.123 0.66 0.927
Zr 4.15 4.4 5.05 5.2 0.002 0 0
Rb 13.55 13.55 12.4 11.6 0.072 0.081 0.001

Table 7
Sign test for GL soil

Variable N Below Equal Above P Median

Delta 63 56 1 6 0.0000 −0.7500

Variable N Mean Standard deviation Minimum Median Maximum

Delta 63 −2.85 10.49 −52.10 −0.75 33.30

Delta = {median (UG) − median(PS, MP or RM)} (�g/g). Delta = 0 versus /= 0.
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Table 8
Descriptive statistics for WES soil replicates

Analyte Mean metals concentrations and one standard deviation (�g/g) in WES soil samples

UG RM PS MP

Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Be 0.3 0.0 0.3 0.0 0.3 0.0 0.3 0.0
Ti 173.6 4.4 180.3 14.7 212.1 14.1 182.0 7.5
V 20.6 0.7 20.8 1.4 23.1 1.1 21.1 0.6
Cr 11.9 0.5 12.2 0.7 13.0 0.7 12.1 0.4
Mn 404.3 66.6 398.4 33.2 428.4 26.8 464.0 90.3
Co 5.4 0.2 5.4 0.2 5.5 0.2 5.6 0.4
Ni 14.8 0.9 14.5 0.8 15.2 0.6 15.0 0.6
Cu 11.9 1.0 11.8 0.7 12.1 1.1 13.5 6.8
Zn 34.8 1.4 37.2 3.7 35.6 2.7 34.4 1.2
As 2.2 0.1 2.2 0.1 2.2 0.1 2.2 0.1
Se 0.4 0.1 0.4 0.1 0.4 0.1 0.4 0.1
Sr 34.4 1.0 34.3 1.9 35.0 0.9 34.4 1.0
Mo 0.3 0.0 0.3 0.0 0.3 0.0 0.3 0.0
Ag 0.1 0.0 0.2 0.0 0.2 0.0 0.2 0.0
Cd 0.2 0.0 0.2 0.0 0.2 0.0 0.2 0.0
Sn 0.5 0.1 0.6 0.2 0.6 0.1 0.5 0.1
Sb 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Ba 72.0 7.0 70.5 4.3 75.6 2.5 75.1 10.2
Tl 0.1 0.0 0.1 0.0 0.1 0.0 0.1 0.0
Pb 6.0 0.3 6.3 1.0 5.8 0.3 5.9 0.3
U 0.6 0.0 0.6 0.0 0.6 0.0 0.6 0.0
Ce 34.7 1.3 34.2 2.0 34.5 1.4 34.8 1.3
Gd 3.4 0.1 3.4 0.2 3.4 0.1 3.4 0.1
La 16.0 0.5 15.8 0.8 16.0 0.5 16.1 0.5
Nd 16.7 0.7 16.5 1.0 16.6 0.7 16.6 0.6
Pr 4.2 0.2 4.1 0.3 4.2 0.2 4.2 0.2
Sm 3.2 0.1 3.2 0.2 3.2 0.1 3.2 0.1
Th 3.7 0.1 3.5 0.2 3.5 0.1 3.5 0.1
B 6.3 1.5 8.2 5.5 7.8 1.6 6.6 1.1
P 470.0 34.9 471.7 40.9 478.1 39.2 481.4 23.8
Zr 15.5 0.5 15.4 1.0 16.0 0.6 15.6 0.5
Rb 7.2 0.1 7.3 0.3 8.1 0.2 7.3 0.2

Table 9
Medians (�g/g × 10) and p-values from statistical tests for the WES soil data

Metal Median p-value

MP PS RM UG KW Levene Bartlett’s

Be 3.3607 3.5152 3.4051 3.2366 0.008 0.128 0.078
Ti 1819.8 2125.3 1829.6 1738.8 0 0 0
V 212.2 233.45 208.35 208.09 0 0.001 0.007
Cr 120.32 129.29 121.95 117.37 0 0.04 0.05
Mn 4347 4318.6 4030.3 3960 0.01 0.34 0
Co 54.992 55.653 54.289 52.843 0.07 0.95 0.03
Ni 149.71 153.67 146.42 146.29 0.057 0.56 0.45
Cu 117.7 119.83 117.33 115.3 0.804 0.542 0
Zn 344.69 358.89 636.73 346.93 0.001 0.507 0
As 21.469 22.385 21.684 21.832 0.23 0.61 0.64
Se 3.86 3.802 3.909 4.368 0.159 0.882 0.853
Sr 342.78 350.86 345.78 343.62 0.32 0.04 0.01
Mo 2.631 2.816 2.622 2.593 0.01 0.732 0.144
Ag 1.571 1.565 1.5105 1.472 0.485 0.876 0.968
Cd 2.131 2.146 2.040 2.009 0.181 0.108 0.014
Sn 4.88 5.49 4.95 5.06 0.70 0.23 0
Sb 0.249 0.299 0.323 0.309 0.15 0.951 0.553
Ba 726.9 759.9 706.6 703.2 0.00 0.22 0
Tl 1.385 1.438 1.393 1.427 0.18 0.355 0.04
Pb 58.087 58.145 60.750 59.233 0.128 0.076 0
U 5.999 5.956 6.058 6.199 0.001 0.037 0.037
Ce 346.18 346.76 347.90 346.39 0.844 0.182 0.185
Gd 33.977 34.336 33.980 34.196 0.815 0.005 0.007
La 160.67 161.12 159.94 159.53 0.901 0.064 0.063
Nd 166.20 167.00 164.95 165.58 0.913 0.319 0.351
Pr 41.107 42.136 41.107 41.772 0.976 0.53 0.651
Sm 31.813 32.185 31.757 31.856 0.915 0.262 0.308
Th 35.308 35.160 35.561 37.125 0 0.001 0
B 64.13 71.46 63.00 56.90 0.026 0.235 0
P 4763.5 4835.3 4575.0 4748.6 0.661 0.022 0.206
Zr 157.31 160.99 155.35 153.88 0.175 0.059 0.018
Rb 73.561 81.420 73.942 71.923 0 0.003 0

The analyte concentrations in this table are in units of (�g/g)×10
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Table 10
WES soil MW test results for Ba for UG and the MP, PS and RM treatments (�g/g)

Treatment Ba, median (�g/g) MW, p-value

UG 70.3 –
MP 72.7 0.141
PS 76.0 0.0039
RM 70.7 >0.95

Table 11
WES soil MW test results for Zn for UG and the MP, PS and RM treatments (�g/g)

Treatment Zn, median (�g/g) MW, p-value

U
M
P
R

t
c
7
g
d
W
t
s

e
t
e
t
t
l
W
a

4

n
s
a
a
c
c
L
t
I
r
f
c
m
w
g

(
a
v
w
t
s
b

d
a
t
c

r
t
s
i
r
t
n

A

d
t
p
r
P
U
p
c
d
M
c

R

[

[

[

[

[
[

[

[

G 34.7 –
P 34.5 >0.95

S 35.9 0.1103
M 36.4 0.0017

he unground samples, as illustrated by the Ba results. The Ba con-
entrations in the unground WES soil was 72 ± 7 �g/g and were
0.5 ± 4.3, 75.6 ± 2.5, and 75.1 ± 10.2 �g/g soil in the RM, PS, and MP
round samples, respectively. Similarly, numerically larger stan-
ard deviations were also noted for Mn, Cu, Ti, and Ce in the MP
ES soil compared to the other grinding treatments. However, for

he metals Ba, Mn, Cu, Ti and Ce, the Levene’s test resulted in a
tatistically significant difference for the variances for Ti only.

The Levene’s test identified some statistically significant differ-
nces owing to larger variances for one or more of the grinding
reatments (Table 9). However, the statistically significant differ-
nces for the variances were sporadic; they were not attributable
o any single grinding treatment. Therefore, it did not appear that
he difference were of practical significance. It seems likely that the
ack of substantial reductions in variability occurred because the

ES soil was relatively homogeneous prior to sample processing
nd most of the metals concentrations were very low.

. Conclusions

The first hypothesis, that analyte concentrations would not sig-
ificantly increase in ground samples compared with unground
amples, was validated for the sample matrices investigated. Over-
ll, the KW p-values were greater than 0.05 and the medians of
ll three grinding treatments were not significantly larger than the
orresponding UG treatment medians. Grinding resulted in statisti-
ally significant increases for about half the metals for the Grenada
oring soil, but these increases were relatively small, well within
he typical tolerances for analytical uncertainty for environmental
CP-AES and ICP-MS metal analyses (±20% at the mid-quantitative
ange). Grinding also resulted in some statistically larger medians
or the WES soil, but did not significantly change the median con-
entrations for most of the metals and the differences between the
edians seemed to be well within analytical error. Therefore, there
as no strong evidence that the larger medians derived from the

rinding procedures were of practical significance.
The second hypothesis, that variability would be reduced

increased precision), was generally validated for the GL soil,
lthough anomalies were observed. The grinding methods reduced

ariability overall; however, the data indicated that the roller mill
as not as effective for this purpose as the mortar and pes-

le and the pulverisette grinding methods in the Grenada Loring
oil. It is possible that the roller mill grinding time may have
een inadequate for these samples. None of the grinding proce-

[
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ures appreciably reduced the variability in the WES soil, which is
ttributed to its inherent homogeneity and very low metals concen-
rations. It is suggested that additional soils be tested to confirm this
onclusion.

In summary, homogenization through mechanical grinding
esulted in either no differences in the median metal concentra-
ions or only small increases in medians for the acid-digested soil
amples. If commercial and research laboratories use sample grind-
ng techniques for sample preparation to increase precision, it is
ecommended that “metal free” grinding devices be used such as
he equipment tested here to minimize positive bias owing to exter-
al contamination.
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a b s t r a c t

A new electronic nose was developed to identify the chemical compound released when a 2.5-L flask was
broken inside a 3 m × 3 m × 2.5 m store-room. Flasks of 10 different hazardous compounds were initially
present in the room: ammonia, propanone, hexane, acetic acid, toluene, methanol, tetrachloromethane,
chloroform, ethanol and dichloromethane. Besides identification, quantification of the compound present
in the air was also performed by the electronic nose, in order to evaluate the risk level for room cleaning. An
array of six sensors based on coated piezoelectric quartz crystals was used. Although none of the individual
sensors was specific for a single compound, an artificial neural network made it possible to identify and
quantify the released vapour, among a series of 10 compounds, with six sensors. The neural network could
Acoustic wave sensor

Solvents
Air contamination
S

be simplified, and the number of neurons reduced, provided it was used just for the identification task.
Quantification could be performed later using the individual calibration of the sensor most sensitive to
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ensor array the identified compound.

. Introduction

Store-room in the University and in other laboratory facilities
ontain several glass containers of volatile compounds used as
olvents. Among them, and in high quantities, are organic and inor-
anic solvents. The use of solvents is common to many industrial
rocesses and different solvents are usually stored together.

All solvents should be considered potentially hazardous. The
armful effects may follow inhalation of the vapour, eye or skin con-
act with liquid or vapour, or ingestion. The severity and type of the
ffect due to vapour contact, depends on its concentration, time of
xposure, and toxicity of the solvent. Long and repeated exposure
o some solvents may impair perceptions and cause behavioural
hanges. Degeneration of nerve cells in the peripheral nervous sys-
em causes several organic malfunctions, some of them irreparable,
nd, in the most severe cases, death can follow. Permissible expo-
ure limits have been settled for these compounds [1].

Accidents do happen, and a flask can be broken inside the store-
oom. Identification and quantification of the contaminant in the air

ust be performed before entering into the store-room, in order to

etermine if the concentration is below the time-weighted average
imits (TWA) and if is safe to start the cleaning procedures.

∗ Corresponding author. Tel.: +351 234370722; fax: +351 234370084.
E-mail address: mtgomes@ua.pt (M.T.S.R. Gomes).
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Electronic noses can play a major role in the identification
nd quantification of the hazardous vapour. Electronic noses can
mploy different types of chemical gas sensors, based on differ-
nt transducer technologies, including metal oxide and conducting
olymers, bulk and surface acoustic wave devices, electrochemical
ensors and others [2–4].

Bulk acoustic wave sensors are piezoelectric devices, highly sen-
itive to mass changes, besides being technologically simple are
nexpensive. Each piezoelectric quartz crystal needs to be coated

ith a compound that interacts with the target solvent. This sen-
itive layer must be carefully chosen as it must be very stable
nd interact reversibly and selectively with the compound to be
etected [5]. The interaction between the analyte and the coat-

ng produces a frequency decrease, which is proportional to the
ass attached to the crystal electrodes. The interaction is ruled by

he physicochemical affinity between the volatile compounds and
he sensitive film. Adsorption can be of several types, from Van
er Waals to hydrogen bonding, and depends upon polarity, steric
indrance and �-electron density [6]. However, no covalent bond-

ng can be broken or formed, as the high energies involved would
revent sensor reversibility.

Selectivity to a single compound is hard to be accomplished, and

rrays of several non-specific sensors are easier to be mounted.

Arrays of piezoelectric quartz crystal have been used to detect
olatile organic compounds (VOCs). Recently Je et al. [7] measured
he total VOCs level, while Sugimoto et al. [8] have classified the
tmospheric VOCs in two groups: polar VOCs and non-polar VOCs.
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i et al. [9] have also succeeded in separating low polar from non-
olar VOCs and were able to determine toluene concentrations, but
nly in binary mixtures of toluene and ethanol. In this work, we will
ry not only to identify the compound in the air of the store-room
ut also to quantify it.

The arrays of sensors produce a big and complex amount of data,
endering data analysis difficult and delayed. Useful information
an be extracted from the frequency shifts obtained for the samples,
hrough pattern recognition techniques.

Artificial neural networks have been used as pattern recogni-
ion methods to identify volatile compounds with electronic noses.
he main advantage of artificial neural networks is that the heavy
rocess of computation occurs during the training.

Three sample sets are needed for neural network learning: a
raining set, a monitoring set and a test set. Calibration is done
ith the training set and with the monitoring set, which is used to
ecide when to stop the training of the network. The monitoring set

s used to prevent overfitting by the neural network, and to make
t more robust to noise.

The validation must be performed with the test set, composed
f samples not used in the calibration. Once trained, the process
f identification of a sample is fast, and it can be performed in the
eld [10].

Most authors try to avoid variations due to changes in con-
entration as they find difficulties in cluster separation. Case
oncentration change, several normalizations procedures are
pplied [11]. This is why most of the published work deals just
ith the identification of the compounds [2,10–17], although

uantification is also very important for most of the prob-
ems.

In this work, neural network calculations will be initially
erformed with non-normalized data. A new electronic nose
omposed of an array of six acoustic wave home-made sensors
as specially developed for the identification and quantifica-

ion of a series of hazardous compounds ordinary found in a
olvent store-room: ammonia, propanone, hexane, acetic acid,
oluene, methanol, tetrachloromethane, chloroform, ethanol and
ichloromethane.

The electronic nose was developed to solve the specific problem
f identifying the compound released when a 2.5-L flask is broken
nside a 3 m × 3 m × 2.5 m store-room. The identification and con-
entration of the hazardous compound in the air was determined
ith three different neural networks, two for data that has not been
ormalized, and a simpler one, used just for compound identifi-
ation, which uses normalized data. If this last network is used,
uantification can be achieved using the calibration of the most
ensitive sensor to the identified compound.

. Experimental

.1. Reagents

The sensors were coated with: 1,10-decanodithiol (dithiol, TCI
0015), nafion 117 solution (nafion, Fluka 70160), manganese(II)
hthalocyanine (Mn pht, Aldrich 379557), polydimethylsiloxane
PDMS, ABCR 76189), tetramethylammonium fluoride tetrahy-
rate (TMAF, Aldrich 107212), and magnesium (II) phthalocyanine
Mg pht, Aldrich 402737). Nitrogen was Alphagaz from ArLíquido.

Hazardous compounds were detected by the electronic nose

n gas phase. Therefore, vapours were obtained from pure com-
ounds: ammonia 25% (Riedel-de-Haën 30501), propanone
Riedel-de-Haën 32201), hexane (Lab-Scan C16C11X), acetic acid
Panreac 131008), toluene (Riedel-de-Haën 32249), methanol
Fluka 65543), tetrachloromethane (Riedel-de-Haën 32215),

g
d
t
b
a

/ Talanta 77 (2008) 77–83

hloroform (Lab-Scan A3505E), ethanol (Merck 100983) and
ichloromethane (Lab-Scan C2510L).

.2. Apparatus

Fig. 1 shows the experimental layout. Each sensor is housed in a
eparate cell and a constant stream of nitrogen is flowing through
ach one. Before distribution, total nitrogen flow was controlled
y a flowmeter (Cole Parmer). Sample volumes ranging from 10 to
50 �L were injected through the injection port (OMNIFIT 3301),
nd a distribution valve (OMNIFIT 1103) divided the sample by the
ensors. Each sensor was driven by an oscillator and the frequencies
f oscillation of the sensors were simultaneously monitored and
tored in a PC at intervals of 1 s. Frequencies were numerically and
raphically displayed on the monitor.

Fig. 2 shows the cell design in detail. The PVC crystal cells were
ome-made and each one possesses two inputs, directed towards
he crystal faces, and one output at the bottom. Inner volume of
he cell was the smallest possible (350 �L). Before entering the
rystal cell, the nitrogen stream was divided and directed to both
ntrances. Teflon tubes with Ø = 3.2 mm, as short as possible, were
sed in all the connections.

Assemblage of sensors in sequential array could not be per-
ormed, as dispersion of sample would prevent the response of the
ast three sensors.

Oscillators and software were home-made and specially
esigned to obtain the best precision in the frequency measure-
ents [18]. Frequency was determined with a precision of 0.1 Hz.
The frequencies of oscillation of the sensors were simultane-

usly monitored with a Counter/Timer Device PXI 6608, from
ational Instruments, and stored in a PC.

9 MHz AT-cut quartz crystals with Au-electrode (Euroquartz)
perating in the thickness-shear mode were used in this work.

.3. Procedure

Six 9 MHz AT-cut quartz crystals were coated, on both sides,
ith: dithiol; nafion; Mn pht; PDMS; TMAF; Mg pht. The first two

ensors were coated by dipping the quartz wafer into the coating
olution, and all the other sensors were coated by spraying. The
oated crystals were then allowed to dry for 24 h and, afterwards,
ach one of them was inserted into a cell. Frequency decreases due
o coating of 8, 88, 20, 14, 17 and 11 kHz have been obtained for
he sensors coated with dithiol, nafion, Mn pht, PDMS, TMAF, and

g pht, respectively. Although homogeneous coating distribution
s not assured by the techniques used for coating application, espe-
ially in case of dipping, coating amounts of these magnitudes are
dequate to obtain the desired sensitivities. Each coated crystal
s afterwards calibrated, which effectively deals with the fact of
ach similar coated crystal behaving slightly different in terms of
ensitivity to the analytes.

Vapour samples of known concentration were obtained by
lacing each hazardous compound in a flask immersed into a ther-
ostated bath at 20 ◦C. The samples of solvents were withdrawn

rom the gaseous phase of the flasks, through a septum, and injected
nto the system, which operates in the flow injection mode.

Nitrogen at a constant flowing rate of 10 mL/min is entering into
he system, and is divided by the six sensors. The frequency of each
ensor, under this constant flow, is from now on defined as baseline
requency. Then, the sample was injected and carried by the nitro-

en flow, entered the distribution valve, where it was divided and
irected to each sensor. Frequency of the six sensors were simul-
aneously monitored and stored at intervals of 1 s. The difference
etween baseline frequency and the minimum frequency observed
fter sample injection was computed, and used later in the artificial
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ig. 1. Experimental layout: (a) flowmeter; (b) injection port; (c) distribution valv
XI-6608; (i) computer.

eural network (ANN), for pattern recognition and quantification.
fter sample injection, a complete recover of the initial frequency of
ll the six crystals was achieved in less than 10 min, and no sample
as injected before all baseline frequencies have been restored.

Artificial neural network was constructed as a multilayer net-
ork and was trained with backpropagation of error algorithm,
ith three sets of samples: training set, monitoring set and test

et [19]. After training has started, the number of perceptrons and
rtificial neurons was removed or incremented until training was
omplete. The network was then applied to the monitoring set.
fter calibration, involving the training and monitoring sets, val-

dation using the test set was performed.

. Results and discussion

Several quantities of each of the 10 solvents were analyzed.

ig. 3 shows, as an example, the responses of the six sensors to an
njection of 17 �g of methanol. Although detected with different
ensitivities by the sensors, reversibility was completed in 5 min.
he smallest quantity of each solvent was lower than the one that

Fig. 2. Cell design used for sensors.

t
s
M
a
o

F

crystal cells; (e) oscillator; (f) power supply; (g) BNC 2121 box; (h) counter/timer

ould be present in 2.5 mL of the air in the store-room, in case a
ingle 2.5-L flask of that solvent was broken. A total of 136 samples
ere injected. Samples were divided in three sets: a set of 80 sam-
les for training the artificial neural network, a monitoring set with
0 samples, and the test set with 46 samples. The training set was
omposed of 4 samples of ammonia (quantities ranging from 1.07
o 10.70 �g), 5 samples of propanone (quantities ranging from 12.13
o 121.26 �g), 4 samples of hexane (quantities ranging from 31.11 to
24.45 �g), 12 samples of acetic acid (quantities ranging from 1.87
o 7.49 �g), 4 samples of toluene (quantities ranging from 5.48 to
7.40 �g), 11 samples of methanol (quantities ranging from 3.42
o 34.24 �g), 9 samples of tetrachloromethane (quantities rang-
ng from 38.41 to 153.63 �g), 9 samples of chloroform (quantities
anging from 20.90 to 208.96 �g), 11 samples of ethanol (quantities
anging from 2.07 to 20.74 �g) and 11 samples of dichloromethane
quantities ranging from 32.42 to 324.22 �g).

The analysis extended for a period of 1 month, during which
he frequency of the six coated sensors remained stable and the

ensitivity of each one did not change significantly (˛ = 0.05).
easurements have been performed at room temperature in a non-

cclimatized laboratory and diurnal variations as well as day to day
rdinary changes did not produce statistically significant changes

ig. 3. Frequency decreases of all sensors when a standard of methanol was injected.
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n the analytical signals of the sensors. Water vapour did not inter-
ere, as the quantity of water present in 2.5 mL of air is not enough
o produce a frequency change in any of the sensors.

The monitoring set was composed of a sample of each solvent,
ifferent from the ones used in the training set.

Fig. 4 shows the radar plots with the normalized fingerprints

f the 10 compounds obtained with the sensor array. As can be
een, there are significant differences in the fingerprint of each
ompound. However, there were some similarities in the finger-
rints. For instance, dichloromethane and chloroform are detected

c
o
l

Fig. 4. Radar plots showing compound fingerprint obtain
/ Talanta 77 (2008) 77–83

ith the highest sensitivity by the Mn pht sensor, while hexane
nd tetrachloromethane were best detected by the PDMS sen-
or, and toluene was best detected both by the Mn pht and the
DMS sensors. All the other solvents, ammonia, ethanol, methanol,
ropanone and acetic acid, which are more polar compounds, were
etected with the highest sensitivity by the nafion sensor.
A neural network with 6 perceptrons and a total of 56 artifi-
ial neurons (17-10-1-17-10-1) was built, and applied to the data
btained with the array of 6 sensors. This network had two output
ayers, one to identify the solvent and the other to quantify it. An ID

ed by the array of sensors, from normalized data.
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umber was attributed to each compound to introduce it in the net-
ork: ammonia, 1; propanone, 2; hexane, 3; acetic acid, 4; toluene,
; methanol, 6; tetrachloromethane, 7; chloroform, 8; ethanol, 9;
ichloromethane, 10.

Fig. 5 shows a plot of the predictions for compound identification
a) and quantification (b) vs. real values, for the 46 samples of the
est set. The method of least square was applied, and the slopes of
.00 and 1.01 show that both identification and quantification were
chieved with success. Besides, regarding quantification, a paired
-test showed that there was no statistically significant difference
˛ = 0.05) between the real and predicted values.

Principal component analysis was applied to the data to reduce
ts dimentionality, to identify the relevant sensors in the array, and
o discard redundant information.
Table 1 shows the correlation coefficients for the six sensors
n the array. As can be seen, some degree of correlation exists
etween the dithiol sensor, the Mn pht sensor and the PDMS sen-
or, which leads to the conclusion that at least two of these sensors

able 1
orrelation coefficients for the six sensors in the array

Dithiol Nafion Mn pht PDMS TMAF Mg pht

ithiol 1 −0.2139 0.9591 0.9415 −0.0778 0.5768
afion 1 −0.0747 −0.2157 0.8385 0.5441
n pht 1 0.8246 0.0339 0.719

DMS 1 −0.0648 0.427
MAF 1 0.5851
g pht 1

Fig. 5. Predicted vs. real values for the test set, using the first neural network.
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cial neural network was simpler, easy and fast to compute, and
possess just 4 perceptrons and a total of 13 artificial neurons (2-
5-5-1).

Fig. 9 shows the regression between predicted and real IDs for
the test set, obtained by this network. The identification of sol-

Table 2
Correlation coefficients for sensors with normalized data

Dithiol Nafion Mn pht PDMS TMAF Mg pht

Dithiol 1 −0.8977 0.9074 0.9061 −0.7727 −0.3532
Fig. 6. Principal component representation of data.

re redundant. Applying principal component analysis it was possi-
le to reduce the dimensionality from six sensors to three variables.
he first three principal components, explain 99% of the data vari-
bility. The graphic representation retaining just the three principal
omponents can now be drawn and data are easier to interpret than
efore. Fig. 6 shows the data represented by the three first principal
omponents (PC1, PC2 and PC3).

Data are preferentially oriented in three directions, according
o their similarities. Dichloromethane and chloroform data are
learly oriented in the same direction, while hexane and tetra-
hloromethane are displayed in another direction, and ammonia,
thanol, methanol, propanone and acetic acid are in a distinct
one of Fig. 6. The way compounds joined in the same direc-
ion was the same as reported before, when the best sensors for
ach compound were selected. Toluene, which was described as
particular case, was detected with the highest sensitivity by

wo sensors, and is displayed between chloroform and hexane
ata.

A neural network with six perceptrons and a total of 49 arti-
cial neurons (13-10-1-18-6-1) was built from the scores of the
hree principal components. Fig. 7 shows the regression between
redicted and real values for the test set, obtained by this net-
ork. As can be seen, the identification and quantification of

olvents with this network was also successful. A paired t-test
howed no statistically significant differences (˛ = 0.05) between
he real and predicted values.

After principal component analysis, successful identification
nd quantification was obtained with a smaller number of artificial
eurons than before. This simpler network allowed a faster learn-

ng process and a decrease in the calculation effort than before.
hese results suggest that the remaining PCs, which explained 1%
f variability of data, should contain confused information and/or
oise. The loads showed that the least important sensors for iden-
ification and quantification were the TMAF and Mg pht sensors.
hese are also the two most significant sensors in the PC4, PC5 and
C6 not considered, and that explained the remaining 1% of data

ariability.

If normalized data were used in network building, quantification
ould be impossible. However, once the released compound was

orrectly identified, quantification could be performed through the

N
M
P
T
M

ig. 7. Predicted vs. real values for the test set, using the second neural network.

alibration line of the appropriate sensor. This would allow to use a
implified network, and to spare on network training and on calcu-
ation effort. Data for each sample was normalized by dividing by
he highest signal observed within the array of the six sensors. Prin-
ipal component analysis was then performed with the normalized
ata, and an artificial neural network was built, using the first three
rincipal components. Table 2 shows the correlation coefficients.
s can be seen, no significant correlation was observed between
ensors. This result indicates that no sensor should now be dis-
arded and that all the six sensors would be useful to identify the
olvent.

Fig. 8 shows a representation of the data using the first three
rincipal components (PC1, PC2 and PC3). These three PCs repre-
ent 97% of data variability and the loads showed that the least
mportant sensor was the Mg pht sensor.

Looking at the normalized data, the samples appear now clus-
ered by compound. Clusters were clearly separated, with the
xception of ammonia and methanol, which appeared slightly
ixed. Clusters of polar compounds can be seen on the left side

f the graph, while less polar compounds can be seen on the right
ide. Although quantification is now out of question, the artifi-
afion 1 −0.8187 −0.9228 0.7789 0.446
n pht 1 0.712 −0.7592 −0.2833

DMS 1 −0.781 −0.5359
MAF 1 0.6059
g pht 1
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Fig. 8. Principal components representation of normalized data.

Fig. 9. Predicted vs. real values for the test set, using the third neural network.

Table 3
Calibration curves of the most sensitive sensors for each compound

Compound Equation Sensor

Ammonia �F = 8.81M + 6.37, r = 0.9994 Nafion
Propanone �F = 0.67M + 7.98, r = 0.9954 Nafion
Hexane �F = 0.51M − 1.19, r = 0.9998 PDMS
Acetic acid �F = 1.93M + 1.35, r = 0.9689 Nafion
Toluene �F = 0.83M − 0.37, r = 0.9916 Mn pht
Methanol �F = 33.35M − 0.91, r = 0.9897 Nafion
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[
[

etrachloromethane �F = 0.86M − 4.39, r = 0.9787 PDMS
hloroform �F = 0.64M + 1.90, r = 0.9911 Mn pht
thanol �F = 3.21M + 0.55, r = 0.9607 Nafion
ichloromethane �F = 0.29M + 2.07, r = 0.9772 Mn pht
ents was achieved with 100% success. Although quantification
annot be obtained by the network, as data have been normalized,
on-normalized sample data can be used for solvent quantification
sing the appropriate calibration curve, after compound identifica-

[

[
[

[
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ion. This way, it is reasonable to postulate that the quantity of the
ompound would be determined even with best accuracy than with
eural network prediction.

Calibration curves for each sensor for every compound
re available. However, quantification should be performed
sing the calibration curve of the sensor with highest sen-
itivity. Table 3 shows the equations of the calibration
urves of the sensors most appropriate for each compound.
requency decrease (�F) was expressed in Hz, while the
uantities of the solvent injected (M) were expressed in
g.

. Conclusion

The objective of the work, the identification and quantification
f a compound in a universe of 10 different hazardous com-
ounds, when a flask with 2.5 L is broken in a store-room of
m × 3 m × 2.5 m, was completely fulfilled. The proposed array of

ensors, with artificial neural network, is capable of giving a fast
nd correct answer, even when the individual sensors are not
ighly selective, and with a smaller number of sensors than com-
ounds. This electronic nose allows the identification of any of the
ested hazardous compounds, sampling less than 2.5 mL. The neural
etwork can be simplified by applying principal component anal-
sis. Identification can be achieved from normalized data with a
eural network with less perceptrons and artificial neurons, and
uantification was still possible using the calibration curves of the
ppropriate sensor.
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a b s t r a c t

Imipenem shows a fast chemical conversion to a more stable imin form (identical to that of biochemical
dehydropeptidase degradation) in aqueous solutions and stabilizing agents used avoid its electrochemical
study and determination.

The aim of this work is the proposal of urea as stabilizing agent which allows the electrochemical study
of imipenem and the proposal of electrochemical methods for the determination of imipenem and its
primary metabolite (M1) in human urine samples. Electrochemical studies were realized in phosphate
buffer solutions over pH range 1.5–8.0 using differential-pulse polarography, DC-tast polarography, cyclic
voltammetry and adsorptive stripping voltammetry. In acidic media, a non-reversible diffusion-controlled
reduction involving a two steps mechanism which involves one electron and one proton in the first step
and two electrons and two protons in the second step occurs and the mechanism for the reduction was
suggested.

A differential-pulse polarographic method for the determination of imipenem in the concentra-
−6 −5
tion range 3.2 × 10 to 2 × 10 M (0.95–3.4 mg/L) and its primary metabolite in the concentration

range 1.4 × 10−6 to 10−4 M (0.43–26.1 mg/L) with detection limits of 9.6 × 10−7 M (0.28 �g/L imipenem)
and 4.3 × 10−7 M (0.14 �g/L M1) was proposed. Also, a method based on controlled adsorptive pre-
concentration of imipenem on the hanging mercury drop electrode followed by voltammetric measure,
allows imipenem determination in the concentration range 1.8 × 10−8 to 1.2 × 10−6 M (5.42–347 �g/L)
with a detection limit of 5.4 × 10−9 M (1.63 �g/L). The proposed methods have been used for the direct
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determination of the anal

. Introduction

Imipenem [5R-[5�,6�(R*)]]-6-(1-hydroxyethyl)-3-[[2-[(imino-
ethyl)amino]ethyl] thio]-7-oxo-1- azabicyclo[3.2.0]hept-2-ene-

-carboxylic acid (Fig. 1) is the N-formimidoyl derivative of thien-
mycin, the first member of a new class of beta-lactam antibiotics,
he carbapenems, having a broad-spectrum activity against aer-
bic and anaerobic bacteria. Because imipenem is hydrolysed by
he renal brush border enzyme dehydropeptidase-I (DHP-I) [1],

t is coadministered in clinical usage with cilastatin, a specific
nd highly active dehydropeptidase inhibitor, which improves the
lasma concentration and markedly increases the urinary excretion
f the unmetabolyzed drug [2].

∗ Corresponding author.
E-mail address: mochon@us.es (M. Callejón Mochón).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.06.013
n a pharmaceutical formulation and human urine.
© 2008 Elsevier B.V. All rights reserved.

The renal metabolism occurs by cleavage of beta-lactam ring,
iving imipenemoic acid, the primary metabolite of imipenem (M1)
Fig. 1) [3]. A previous work has demonstrated that the enzymat-
cally degraded antibiotic structure is the same as those obtained
y deliberate chemical hydrolysis or by degradation on storage in
queous solution [4]. A previous stability study of imipenem in
queous solution has been realized [5] which revealed that rate
etermining beta-lactam ring opening preceded the formation of
everal products whose structures were not clearly established.

An excellent work about imipenem’s degradation products
sing 1H RMN and 13C RMN has been published [4], and the con-
ersion mechanisms (chemical and biochemical) were proposed

Fig. 2) with a tautomeric equilibrium of M1. Numerous other minor
roducts were detected by HPLC in the decomposition mixtures
erived from imipenem. However, Carlucci et al. [6] have reported
hat the only metabolite from real urine samples was the parent
rug, thienamycin.
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Fig. 1. Structures for imipenem and its primary metabolite (M1).

The degradation of imipenem’s primary metabolite (M1) yields
o a not well-defined product that absorbs strongly at 308 nm and
t has been also studied under different conditions [7].
Bersier et al. [8] also described the fast chemical conversion of
mipenem solutions to the imin form which is also electroactive
nd proposed the polarographic techniques as potential methods
o determine carbapenem antibiotics.

ig. 2. Chemical and metabolic transformations of imipenem including M1 tau-
omeric rearrangement.
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The stability of imipenem is well documented in literature.
he stability in aqueous solution depends on the concentra-
ion of the drug and the pH [5], in general imipenem exhibits
ow stability in aqueous solutions and serum. Until now the

ost effective stabilizing substances for storing imipenem are
on-nucleophilic inert buffers (pH 5–8) which are zwitterionic sub-
tituted morpholines such as 2-(N-morpholino)ethane sulfonate
MES) and 3-(N-morpholino)propane sulfonate (MOPS) and 4-
2-hydroxy-ethyl)piperazine-1-ethanesulphonic (HEPES) because
hey probably do not promote the cleavage of the beta-lactam ring
9]. Despite these facts, imipenem exhibits a great stability in urine
amples [10].

Nowadays, no electrochemical procedures are available for
he determination of imipenem, because the interference of the
ommon stabilizing substances avoided its determination using
lectrochemical techniques. However, a study of the electrochem-
cal behavior of its main metabolite has been developed [10].

In this work, a new stabilizing substance that permits to
tudy the electrochemical behavior of imipenem have been
ssayed. The use of this stabilizing agent allows the electro-
hemical study of imipenem as well as the determination of
mipenem and its main metabolite at low concentration levels
sing a simple, accurate and a non-time consuming procedure.
he reduction mechanism has been suggested. A differential-
ulse polarographic method for the determination of imipenem
nd its primary metabolite has been proposed. Also, a method
ased on controlled adsorptive pre-concentration of imipenem on
he hanging mercury drop electrode have been proposed for the
irect determination of the analytes in a pharmaceutical formu-

ation, spiked human urine and real human-derived urine with
ood results and it should be appropriate for monitoring pur-
oses.

. Materials and methods

.1. Chemicals and reagents

Imipenem was kindly provided by Merck Sharp & Dohme, Spain.
ll chemicals were of analytical-reagent grade and purchased from
erck (Darmstadt, Germany). High purity water was obtained from
Millipore (Milford, MA, USA) Milli-Q Plus system. Phosphate

.05 M pH 3 buffer was used; suitable aliquots of 1 M H3PO4 and
M NaOH were added to adjust the pH at other values when it was
ecessary. Imipenem stock solutions of 10−3 M were daily prepared
y dissolving it in urea aqueous solution (1 g/L). Aqueous solution
f urea 1 g/L was used to prepare working solutions of imipenem.
1 standard solution was obtained from imipenem 10−3 M solu-

ion freshly prepared daily, and after its preparation, 2 h of storage
t room temperature were necessary in order to warrant their com-
lete conversion to the M1 [10].

.2. Apparatus

An ECO-Chemie PGSTAT 10 (Eco Chemie B.V., Utrecht, The
etherlands) potentiostat–galvanostat was used in combination
ith a Metrohm VA-663 polarographic stand fitted with a PC pro-

ided with the appropriate GPES (General Purpose Electrochemical
oftware) version 4.2.

A three-electrode combination was used, consisting of a

aturated KCl–Ag/AgCl reference electrode, a stationary dropping-
ercury electrode (SDME) or hanging mercury drop electrode

HMDE) as working electrode and a platinum wire auxiliary elec-
rode. A Crison (Barcelona, Spain) Model 2002 pH-meter with a
ombined glass-calomel electrode was also used.
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A HPLC equipment (Merck-Hitachi) consisted of a L-7100 pump,
Rheodyne (Cotati, CA, USA) model 7725i injection valve with
20 �L sample loop, a 25 cm × 4.6 mm Zorbax Eclipse® XDB-C8,
�m column (Agilent technologies, Inc., Santa Clara, CA, USA) and
model L-7455 diode array detector controlled by a Merck-Hitachi
-7000 interface equipped with a HPLC System Manager® software
as used to realize chromatographic determinations.

.3. Stabilizing procedure

0.01 g of imipenem were placed into a 25 mL calibrated flask
nd diluted to volume with urea solutions of 15, 10, 1, 0.5, 0.2 g/L
o get stock solutions of imipenem at different urea concentra-
ions, in order to test the drug stability. Adequate aliquots of the
tock solutions were used to record the corresponding polarograms
ccording to the procedure describe in the following section. The
tudy was also realized at different pH values (3, 6.5, 8.5, and 11) of
he optimum stock solution (1 g/L).

.4. Determination of imipenem and M1 by differential pulse
olarography (DPP)

Aliquots containing 23.9–85 �g of imipenem (1 g/L) and
0.7–652 �g of M1 were placed into a 25 mL calibrated flask, 0.2 mL
f urea 1 g/L and 5 mL of buffer solution (pH 3) were added. The
olution was diluted to volume with water and mixed well. The
olution was then transferred into a polarographic cell. The differ-
ntial pulse polarogram was recorded from −0.1 to −1.5 V (pulse
mplitude −70 mV, scan rate 10 mV s−1) after deoxygenation with
stream of pure nitrogen during 10 min. A calibration plot obtained
ith known concentrations of imipenem was used to convert
eak height into sample concentrations. Cyclic voltammetry exper-

ments were carried out under identical conditions using a scan rate
f 50 mV s−1.

.5. Determination of imipenem by adsorptive stripping
oltammetry (AdSV)

An aliquot containing 0.13–9.0 �g of imipenem (1 g/L) was
laced into a 25 mL calibrated flask, 0.2 mL of urea 1 g/L and 5 mL
f buffer solution (pH 3) were added, and diluted to the mark with
ater. The solution was transferred into a polarographic cell and,

fter deoxygenation for 10 min with a stream of pure nitrogen, was
easured from 0 to −1.5 V (pulse amplitude −70 mV, scan rate

0 mV s−1) after a deposition step consisting in the application of a
otential of 0.0 V for 15 s and an equilibration time of 5 s.

.6. Determination of imipenem and M1 in human urine by DPP

Up to 2 mL of untreated urine were placed into a 25 mL vol-
metric flask and diluted with water to the mark. 0.5 mL of this
olution with 0.2 mL of urea 1 g/L and 5 mL of buffer solution (pH
) were diluted with water to 25 mL into a volumetric flask. The
olarograms were recorded according to the above-recommended
rocedure. The voltammograms of samples without analytes do not
how any signal that can interfere in the determination.

.7. Determination of imipenem in human urine by AdSV

Up to 0.5 mL of untreated urine were diluted with water to 25 mL

n a volumetric flask; a 20 �L aliquot of this solution was transferred
nto a 25 mL calibrated flask, 0.2 mL of urea 1 g/L and 5 mL of buffer
olution (pH 3) were added and diluted with water to 25 mL into
volumetric flask. The samples were measured according to the

rocedure described in Section 2.5. The voltammograms of samples

r
i
f
p
i
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ithout imipenem do not show any signal that can interfere in the
etermination.

.8. Determination of imipenem in pharmaceuticals

The proposed procedure for the determination of imipenem was
pplied to its direct determination in one pharmaceutical formula-
ion (Tienam®).

Vials of Tienam® 500/500 mg were directly analysed, after sol-
bilisation in urea 1 g/L solution. Adequate aliquots of the stock
olution were prepared and measured according to the procedure
escribed in Section 2.4.

.9. Clinical study protocol

A dose of 500 mg imipenem-500 mg cilastatin was administered
o two volunteers. Urine samples were collected after 2 h from the
njection and immediately submitted to the above described pro-
edures in order to determine imipenem and M1 contents.

. Results and discussion

.1. Stability of imipenem in urea solutions

As mentioned in Section 1, imipenem suffers a fast chemical
egradation in aqueous solution so a stabilizing substance must be
sed to avoid such degradation.

Previously to the stability study, DC-tast and DP polarograms
f urea solutions (15, 10, 1, 0.5, 0.2 g/L) were recorder in order to
valuate a possible interference. The absence of analytical signals
onfirms that urea does not interfere in the voltammetric analysis.

The stability study was realized at different urea concentration
nd different pH values of the optimum stock solution (3, 6.5, 8.5,
1) as mentioned previously. Results obtained are showed in Fig. 3a
nd b. As can be observed, imipenem solutions remain stable at
east 48 h at concentrations equal or above 1 g/L of urea at pH val-
es of 6.5 and 8.5. At a more acidic pH value imipenem suffers a
hemical degradation, although it remains stable at least one hour,
hich allows its electrochemical determination at pH 3 where the
eight of the peak reaches a maximum value. At pH 11 the signal
f imipenem is very weak and it disappear in 2 h.

.2. Reduction waves for imipenem and M1

Imipenem is reduced on the SDME, in acidic media, produc-
ng two cathodic waves with peak potentials Ep1 = −1.0 V and
p2 = −1.25 V (Fig. 4). The effect of pH on the DC-tast polarogram
as investigated by recording the current–voltage curves, at a drop

ime of 1 s and 10 mV s−1 scan rate for a 10−5 M aqueous solution.
wo cathodic waves were observed in the pH range 1.5–5.0. In
ig. 5a, the plot of E1/2 versus pH is shown; as can be seen, when
H increases, the half-wave potential shifts towards more negative
alues for wave 2 and to less negative values for wave 1. Linear
H-dependence of the half-wave potential, for both waves shows
hat protons participate directly on the reduction process. The plot
hows two segments which intersections leads to a pH value of
.8 approximately, which is in agreement with theorical pKa value
.18 ± 0.09 [5].

The study of the influence of pH on limit currents was also car-

ied out to determine whether the electroactive species participate
n equilibria involving protons directly and to obtain the pH range
or maximum signal. The limit current reaches a maximum around
H 2.0–3.0 (Fig. 5b), so pH 3.0 was chosen for the determination of

mipenem because waves were better defined at this pH value.
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2.2 × 10−10 − 9.9 × 10−10 V1/2
b , r1 = 0.9992 (peak 1); Ip2(A) = 5.69 ×

10−10 − 2.06 × 10−9 V1/2
b , r2 = 0.9991 (peak 2). The �na (electron

transfer coefficient) value and the number of protons (p) corre-
ig. 3. (a) Effect of pH on stability of imipenem (10−5 M, urea concentration 1 g/L).
b) Effect of urea concentration on stability of imipenem (10−5 M, pH 6.5).

The electrochemical behavior of M1 have been previously
etailed by Hilali et al. [10] and the presence of urea does not affect

ts electrochemical behavior.

.3. Effect of operating parameters

The drop time was ranged from 0.5 to 2 s and an increase in the
ntensity of the peak with the drop time was observed. Plotting the
ntensity of the peak obtained by DPP versus t2/3, a linear relation-
hip was observed with a correlation coefficient of 0,9995. A time
f 1 s was chosen.

The peak height increases linearly when pulse amplitude ranges
rom 10 to 100 mV; however, the peak potential was displaced
owards more positive values. A pulse amplitude of 70 mV was
elected as the optimum value as well defined peaks and high peak
urrent were obtained.

.4. Number of electrons transferred, reversibility of the system

nd mechanism of reduction of imipenem

Controlled-potential microcoulometry was used to determine n,
he number of electrons transferred in the reduction process. This
tudy was done at three pH values, 2.0, 3.0 and 4.0. Microelectrol-

F
w
(
1

ig. 4. Differential pulse polarograms of imipenem ((a) 1.0 × 10 M, (b) 4 × 10 M,
c) 3.2 × 10−6 M, (d) blank) and M1 ((a)1.5 × 10−5 M, (b) 5 × 10−6 M, (c) 2 × 10−6 M)
queous solution (pH 3, urea 1 g/L, pulse amplitude of 70 mV, drop time of 1 s and
0 mV s−1 scan rate).

ses of imipenem solutions were done for both of the two waves
iving a number of exchange electrons of one for peak 1 and two
or peak 2, indicating a reduction via one and two-electron steps
n the electrode surface.

A cyclic voltammetry scan was recorded in order to determine
he reversibility of the system. Imipenem yields two well-
efined reduction waves but oxidation waves are not observed
Fig. 6). The reduction waves are displaced to more nega-
ive potentials when the scan rate, �, increases, which is a
haracteristic behavior of irreversible processes. When plot-
ing ip versus �1/2 a linear relationship was observed, which
grees with diffusion-controlled electrode processes, Ip1(A) =
ig. 5. (a) Effect of pH on E1/2 (10−5 M imipenem, urea 1 g/L, DC-tast voltammetry
ith a drop time of 1 s and 10 mV s−1 scan rate). (b) Effect of pH on peak current

10−5 M imipenem, urea 1 g/L, DC-tast voltammetry with a drop time of 1 s and
0 mV s−1 scan rate).
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The electrochemical studies with hanging mercury drop elec-
trode carried out indicate that an adsorption process occurs on
the mercury electrode surface which can be used as an effective
pre-concentration step prior to voltammetric measurement. An
ig. 6. Current–potential curve for cyclic voltammetry (10−5 M imipenem, urea
g/L).

ponding to the rate-determining step were calculated at different
H values. In the pH range 2–5, �na was found to be 0.85 ± 0.08
wave 1) and 1.93 ± 0.04 (wave 2). Using the following expression:

E1/2/�pH = 0.059p/�na, p was found to be 0.8 ± 0.1 (wave 1) y
.2 ± 0.21 (wave 2).

From the results obtained and, on the basis of imipenem struc-
ure and the reduction potentials obtained, we suggest that the

echanism of reduction can be assigned to the break of the S C
ond (wave 1) giving a radical compound that would suffer a dimer-

zation compound, which involves one electron and one proton as
ollows:

nd to the direct reduction of the carboxylic acid group to alde-
yde (wave 2), which involves two electrons and two protons as
ollows:

.5. DPP: variation of peak intensity with the concentration of
mipenem and M1

A calibration plot was obtained from known concentrations of
mipenem and M1 using the peak current as analytical response. In
he case of imipenem the peak 2 was used because it renders better
ensibility. Series of standard solutions (three replicates) contain-
ng imipenem and M1 were prepared by following the procedures
escribed in Section 2.6. The calibration graph was found to be lin-
ar over the range 3.2 × 10−6 to 2 × 10−5 M for imipenem (Eq. (1))

−6 −4
nd 1.43 × 10 –10 M for M1 (Eq. (2))

Ip (A) = (8.18 ± 0.52) × 10−9 + (1.26 ± 0.06) × 10−2 C (M)

(n = 10, r = 0.9996) (1)
F
3
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Ip (A) = (5.91 ± 0.60) × 10−10 + (5.94 ± 0.09) × 10−4 C (M)

(n = 10, r = 0.9998) (2)

Sensitivity parameters such as limit of detection (LOD) were cal-
ulated as the minimum concentration of an analyte that can be
etected and reliably distinguished from zero and limit of quanti-
ation (LOQ) as the minimum concentration of an analyte that can
e determined quantitatively with an acceptable level of precision.
o take into account the errors associated with the calibration line,
he Long and Winefordner [11] approach was used where the LOD
s calculated as:

LOD = 2t(�, P)[s2
blank + s2

a + (a/b)2s2
b
]
1/2

b

nd the LOQ was calculated from the XLOD value according to the
nalytical Methods Committee [12] changing LOD into LOQ.

Detection limits of 9.59 × 10−7 M (0.28 mg/L) and 4.30 × 10−7 M
0.14 mg/L) were obtained for imipenem and M1, respectively, and
uantitation limits of 3.20 × 10−6 M (0.95 mg/L) and 1.43 × 10−6 M
0.43 mg/L) were obtained for imipenem and M1, respectively. In
rder to check the precision of the method [13,14], 3.2 × 10−6,
× 10−6 and 1.5 × 10−5 M solutions of imipenem and 1.43 × 10−6,
× 10−6 and 1.5 × 10−5 M solutions of M1 were prepared and mea-

ured in quintuplicated obtaining a relative standard deviation
R.S.D.) of 1.9%, 2.8% and 2.1% for imipenem, 2.3%, 2.1% and 3.1%

or M1, respectively; intermediate precision obtained measuring
ithin a week 10−5 M solutions was 1.53% for imipenem and 2.85%

or M1.

.6. Adsorptive stripping voltammetry of imipenem (AdSV)
ig. 7. Voltammograms corresponding to the AdSV of imipenem ((a) 7 × 10−7 M, (b)
× 10−7 M, (c) 8 × 10−8 M, (d) blank, urea 1 g/L).
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another accuracy determination for the proposed methods [13,14].
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ig. 8. Peak current versus deposition time for 2.8 × 10−8 (A), 3 × 10−7 (B) and
.2 × 10−6 M (C) imipenem solutions.

xhaustive study of the dependence of adsorptive peak currents on
ccumulation potential and accumulation time, equilibration time
nd pH was performed using 3 × 10−7 M solutions. Voltammograms
ere recorded within a pH range 1.5–7.0 and a maximum intensity
as obtained at pH 3; at this pH imipenem yields a well-defined
eak at around −1.10 V (Fig. 7).

The influence of the deposition potential on the peak height
hows that imipenem is not affected by the deposition poten-
ial applied, so 0 V was used as the accumulation potential for
ll the measurements. The influence of accumulation time on the
eak current was studied in the range 5–120 s. The current ver-
us deposition time plots at concentrations of 2.8 × 10−8, 3 × 10−7

nd 1.2 × 10−6 M appear in Fig. 8. An initial linear relationship was
bserved up to around 15 s. The influence of the equilibration time
n the peak height was studied in the range 0–40 s, and no depen-
ence between both magnitudes was found, a 5 s equilibration time
as chosen for all the measurements.

A linear relationship of the adsorption holds between the peak
urrent and the concentration of imipenem in the range from
.8 × 10−8 to 1.2 × 10−6 M with a good precision and accuracy. The
riplicate measurements of 10 solutions with concentration values
ithin this range follow the expression:

−Ip (A) = (7.22 ± 0.42) × 10−10 + (1.84 ± 0.06) × 10−2 C (M)

(r = 0.9992)

Using the expressions previously described in the above section,
he LOD calculated was 5.43 × 10−9 M (1.63 �g/L) and the quanti-
ation limit was 1.81 × 10−8 M (5.42 �g/L). In order to check the
recision of the method [12,13], 5 × 10−8 and 4 × 10−7 M solutions
f imipenem were prepared and measured in quintuplicate, obtain-

ng a repeatability (intra-assay precision) of 4.3% and 5.1% for the
elative standard deviation (R.S.D.), respectively; intermediate pre-
ision obtained measuring within a week 5 × 10−8 M solutions was
.09%.

T
u
(
a

able 1
mipenem and M1 recoveries from spiked urine samples

piked amount (mg/L) DPP

Imipenema (mg/L) M1a (mg/L) t-test Im

50 245 ± 4 235 ± 10 1.77
00 290 ± 6 295 ± 7 2.35
00 505 ± 11 480 ± 13 0.64

2.78b

a Average of three determinations ± S.D.
b Critical values for t (p = 0.05).
ig. 9. Voltammogram corresponding to the reduction of real human urine con-
aining M1 and imipenem. (A) Blank urine sample and (B) urine sample of patient
.

.7. Analysis of urine samples

Previously to the imipenem determination in urine samples,
ue to its 1:1 coadministration, the possible interference of cilas-
atin was checked. Both DPP and adsorptive stripping voltammetry
f imipenem (AdSV) procedures were checked with cilastatin
mounts up to 10-fold the corresponding imipenem amounts and
o interference were observed.

Stability studies of imipenem into urine show that not signifi-
ant hydrolysis occurs within 15 h at room temperature.

In order to avoid matrix effect the standard addition method
as used. Urine blank samples were spiked with imipenem and
1 to obtain 250, 300 and 500 mg/L concentrations. These spiked

amples were submitted, in triplicate, to the above-proposed pro-
edures and the imipenem and M1 concentrations determined. The
ecoveries obtained are shown in Table 1. The accuracy of the pro-
osed methods was statistically checked according to the t-test by
omparison of the experimental mean with the known value [15].
s can be seen, the recoveries obtained shown an adequate accuracy

or both methods.

.8. Human study

Real human urine samples obtained from two volunteers as it
as been previously described in Section 2.7, were submitted to the
escribed procedures and measured by DPP and AdSV. The results
btained are shown in Table 2 and Fig. 9 shows the reduction peaks
f imipenem (A) and M1 (B) corresponding to a real human urine
ample measured by DPP.

Urine samples were also measured by a HPLC procedure [6] as
he determination was realized with a reverse-phase C8 column
sing a mixture of sodium borate buffer (0.2 M, pH 7.2)-methanol
90:10, v/v) and detection at 300 nm. M1 and imipenem elute at 3.8
nd 5.2 min, respectively. Urine samples (0.1 mL) were stabilized

AdSV

ipenem t-test M1 Imipenema (mg/L) t-test Imipenem

2.12 243 ± 8 1.23
1.01 305 ± 8 0.88
2.17 502 ± 9 0.31

2.78b
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Table 2
Imipenem and M1 contents in real urine samples with DDP and AdSV methods and compared with another HPLC method (for the statistical data treatment see text)

Patient 1 Patient 2 Critical values for F and t (p = 0.05)

DDP Imipenema (mg/L) 570 ± 10 678 ± 7
F-test 2.77 1.36 39.00
t-test 0.07 0.16 2.78
M1a (mg/L) 255 ± 4 280 ± 6
F-test 1.0 1.36 39.00
t-test 0.62 0.24 2.78

AdSV Imipenema (mg/L) 563 ± 9 690 ± 7
F-test 2.25 1.0 39.00
t-test 0.21 0.12 2.78

HPLC Imipenema (mg/L) 575 ± 6 685 ± 6
M1a (mg/L) 245 ± 4 270 ± 7

a Average of three determinations ± S.D.

Table 3
Validation parameters of HPLC method

IM M1

Linearity y = (9010 ± 780.2) x + (60.80 ± 458.6) y = (1198 ± 80.32) x + (37.80 ± 596.0)
Range (mg/L) 0.51–100 4.97–100
Precisiona 5 2.6% 5.1%

25 1.49% 7.73%
100 2.89% 6.1%

Intermediate precisionb 3.8% 5.9%
LOD (mg/L) 0.15 1.49
LOQ (mg/L) 0.51 4.97
Recoveries in spiked urinec 5 95.4 ± 1.7 89.0 ± 2.3

40 97.6 ± 2.1 93.4 ± 3.8
100 99.2 ± 0.9 91.9 ± 2.0

a R.S.D. of five determinations.
b R.S.D. of five determinations, 25 mg/L over 1 week.
c Average of three determinations ± S.D.

Table 4
Imipenem contents found in pharmaceuticals (Tienam® 500/500)

Sample DPP AdSV HPLC

Imipenema (mg/L) t-test F-test Imipenema (mg/L) t-test F-test Imipenema (mg/L)

Vial 1 503 ± 7 0.25 1.31 510 ± 8 0.11 1.00 517 ± 8
Vial 2 515 ± 3 0.33 16.0 505 ± 5 0.18 5.76 490 ± 12
Vial 3 518 ± 7 0.11 2.04 512 ± 9 0.02 1.23 510 ± 10
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2.78b 39.00b

a Average of three determinations ± S.D.
b Critical values for F and t (p = 0.05).

ith a solution containing HEPES buffer (0.5 M, pH 6.8): ethy-
ene glycol: water (2:1:1) and extracted with 1 mL of methanol,
entrifuged at 4000 g for 10 min at 4 ◦C and the supernatant was
njected onto the HPLC system. Validation parameters are shown
n Table 3.

Table 2 shows the results obtained and as can be seen, good
greement was found between the HPLC and the two proposed
ethods, statistically proved according to the t-test for comparison

f two experimental means, and two-tailed F-test, which indi-
ates that the two proposed methods are accurate (null hypothesis
ccepted) [15].

Levels found of imipenem and M1 are in accordance to previous
orks [5–7], described in the Section 1.

.9. Determination of imipenem in pharmaceuticals
Imipenem was determined in one pharmaceutical formulation
Tienam®) according to the procedure described in Section 2.8 by

eans of external calibration. Table 4 shows the results obtained.
amples were also measured by a HPLC procedure [6] and data

r
t
o
e
m

2.78b 39.00b

btained were checked for statistical significance using t-test for
omparisons of two experimental means, and two-tailed F-test
15]. Results obtained show no significant differences between
ata.

. Conclusions

Urea is proposed as new stabilizing substance for the
etermination of imipenem and its primary metabolite that
ubstitutes the biological buffers which cause a lot of inter-
erences in some imipenem determinations and it also allows
orking at pH values different from 7.0. The use of urea per-
its the electrochemical study and determination. The reduction

f imipenem under the conditions described in this work is
n irreversible process controlled by diffusion. The proposed

eduction mechanism involves two steps that imply one and
wo electrons, respectively. Also, an adsorption process occurs
n the mercury electrode surface which can be used as an
ffective pre-concentration step prior the voltammetric measure-
ent.
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The results obtained show that the proposed methods may be
seful to determine imipenem and M1 in human urine at the levels
sually obtained after the administration of normal clinical doses
nd they would be methods of choice for monitoring this substance
n patients.

The proposed procedures can be alternative methods to the
hromatographic ones for the analysis of imipenem and M1, and
hey are easy, inexpensive, non-time consuming and also they do
ot require the use of organic solvents as well as they use simple
ample treatment.
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a b s t r a c t

In this paper is proposed a simultaneous pre-concentration procedure using cloud point extraction for
the determination of copper and zinc in food samples employing sequential multi-element flame atomic
absorption spectrometry (FS-FAAS). The reagent used is 1-(2-pyridylazo)-2-naphthol (PAN) and the micel-
lar phase is obtained using the non-ionic surfactant octylphenoxypolyethoxyethanol (Triton X-114) and
centrifugation. The optimization step was performed using Box–Behnken design for three factors: solu-
tion pH, reagent concentration and buffer concentration. A multiple response function was established in
order to get an experimental condition for simultaneous extraction of copper and zinc.

Under the optimized experimental conditions, the method allows the determination of copper with a
limit of detection (3�b/S, LOD) of 0.1 �g L−1, precision expressed as relative standard deviation (R.S.D.)
of 2.1 and 1.3% (N = 10), for copper concentrations of 10 and 50 �g L−1, respectively. Zinc is determined
with a LOD of 0.15 �g L−1 and precision as R.S.D. of 2.7 and 1.7% for concentrations of 10 and 50 �g L−1,
respectively. The enhancement factors obtained were 36 and 32 for copper and zinc, respectively. The
accuracy was assessed by analysis of certified reference materials, namely, SRM 1567a – Wheat Flour and
SRM 8433 – Corn Bran from National Institute of Standards & Technology and BCR 189-wholemeal flour
from Institute of Reference Materials and Measurements.
The method was applied to the determination of copper and zinc in oats, powdered chocolate, corn flour
and wheat flour samples. The copper content in the samples analyzed varied from 1.14 to 3.28 �g g−1 and
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zinc from 8.7 to 22.9 �g g−

. Introduction

Zinc, copper and iron are essential minerals that are required
or a variety of biomolecules to maintain the normal structure,
unction, and proliferation of cells. These metals can be toxic
n excessive amounts, especially in certain genetic disorders [1].
oods are the principal sources of zinc and copper exposure for
umans. Determination of these metals in foodstuffs is thus always
pportune. Generally, trace level concentrations are found and pre-
oncentration procedures are required for these analyses when
onventional techniques such as flame atomic absorption spec-

rometry (FAAS) and inductively coupled plasma optical emission
pectrometry (ICP OES) are employed [2–7].

Cloud point extraction (CPE) is a separation technique which
as been frequently used in procedures for determination of trace
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© 2008 Elsevier B.V. All rights reserved.

evel concentrations of organic and inorganic species in a plethora
f sample types, employing a vast number of analytical tech-
iques, such as FAAS [8–10], ICP OES [11], graphite furnace atomic
bsorption spectrometry [12], cold vapor atomic absorption spec-
rometry [13], hydride generation atomic absorption spectrometry
14], inductively coupled plasma mass spectrometry [15], molec-
lar absorption spectrophotometry [16,17], laser induced-thermal

ens spectrometry [18], fluorimetry [19], high performance liquid
hromatography [20,21] and mass spectrometry [22]. However,
ost of the papers published so far reported univariate or first order
odels for investigation of the influence of experimental variables

n the analytical responses [23,24].
Multivariate techniques have over the past few years played a

elevant role in optimization of experimental factors involved in

nalytical methods [25–28]. Box–Behnken is a second-order mul-
ivariate design based on three-level incomplete factorial designs
hat received widespread application for assessment of criti-
al experimental conditions, that is, maximum or minimum of
esponse functions. The number of experiments (N) required for the
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evelopment of this design is defined as N = 2K (K − 1) + Co, where
K) is the factor number and (Co) is the replicate number of the
entral point [29,30].

This paper proposes a pre-concentration procedure using
PE for determination of copper and zinc in food samples by

ast sequential multi-element-FAAS. The ligand used is 1-(2-
yridylazo)-2-naphthol) (PAN) and the micellar phase is obtained
sing the non-ionic surfactant octylphenoxypolyethoxyethanol
Triton X-114). The optimization of the pre-concentration proce-
ure is performed exploiting the Box–Behnken design.

. Experimental

.1. Instrumentation

A Varian Model SpectrAA 220 (Mulgrave, Victoria, Australia)
ame atomic absorption spectrometer with fast sequential module
FS-FAAS), equipped with a conventional pneumatic nebulizer and
ebulization chamber was used for the analysis. A multi-element
ollow cathode lamp for determination of copper and zinc was used
nder the conditions suggested by the manufacturer and applying
current of 10.0 mA. The most sensitive wavelengths for copper

t 324.8 nm and zinc at 213.9 nm were used with bandwidths of
.5 and 1.0 nm for copper and zinc, respectively. The flame com-
osition was acetylene (flow rate: 2.0 L min−1) and air (flow rate:
3.5 L min−1) and the burner height was set to 13.5 mm. The nebu-
izer flow rate aspiration was kept between 5.5 and 6.0 mL min−1.

Fanem (São Paulo, Brazil) thermostatic bath was used to reach
he cloud point temperature. A Janetzki T 32C (Berlin, German)
entrifuge was employed to accelerate phase separation.

.2. Chemicals and reagents

Ultrapure water was used for the preparation of the standard
olutions. Copper and zinc solution (10.0 �g mL−1) was prepared by
iluting a 1000 �g mL−1 copper and zinc solution (Merck®) with 1%
v/v) nitric acid. A 0.025% (w/v) 1-(2-pyridylazo)-2-naphthol (PAN)
olution was prepared by dissolving 0.025 g PAN and 3.2 g Triton
-114 in 10 mL of ethanol and making up to 100 mL with ethanol.

Tris buffer solution (pH 8.6) was prepared by dissolving
2.1 g Tris- (hydroxymethyl) aminomethane (Merck®) in 200 mL of
eionised water and pH was adjusted with hydrochloric acid.

.3. General procedure

A sample volume of 50 mL containing the analytes within the
ange of 0.34–220 �g L−1 for copper and 0.5–180 �g L−1 for zinc,
lus 720 �L of 3.6 mg L−1 PAN in Triton X-114 solution and 750 �L
f 1.5 mmol L−1 Tris buffer solution (pH 8.6) were transferred into
centrifuge tube. This system was heated thermostatically at 40 ◦C

or 15 min. Separation of the two phases was achieved by centrifu-
ation for 10 min at 2500 rpm. On cooling in an ice-bath for 10 min,
he surfactant-rich phase became viscous. Then, the aqueous phase
ould be separated by inverting the tube. In the later, to reduce
iscosity and facilitate sample handling, 300 �L ethanol solution
ontaining 1% HNO3 was added. This final solution was introduced
nto the flame by conventional aspiration.

.4. Sample preparation and certified reference material
A mass of approximately 100 mg of homogenized samples in a
lender was weighed and volumes of 2.0 mL of concentrated HNO3
nd 1.0 mL of 30% (v/v) H2O2 were added to the samples. After
hat, acid digestion bombs (4746 Model, ParrInstrument Company,
SA) were closed and kept for 12 h at 150 ± 10 ◦C, which was the

t
r
g
c

a 77 (2008) 73–76

ptimized time to achieve the complete dissolution. After cooling
own the solutions to room temperature, pH was adjusted to 8.6
ith 1 mol L−1 NaOH before making up to 50.0 mL. All samples were

nalyzed in triplicate.

. Results and discussion

.1. Optimization of the pre-concentration procedure

The optimization step of the pre-concentration procedure was
erformed using a Box–Behnken design involving the following

actors: sample pH, concentration of TRIS buffer solution and PAN
eagent concentration. The time and temperature of heating were
xed to 15 min and 40◦ C respectively as reported in an earlier paper
31], wherein Triton X-114 was also used as surfactant. Sample vol-
mes of 50 mL containing both copper and zinc at the 20.0 �g L−1

evel were used in all experiments.
Table 1 shows the matrix with coded and real values and the

esponses as analytical signals (absorbances) for each individual
etal. Replicates of the central point were performed for evalua-

ion of the experimental error. All experiments were carried out
n a random order. The final evaluation was done using a multiple
esponse (MR) function in order to get a simultaneous condition
or pre-concentration of both Cu(II) and Zn(II) ions, being (MR)
alculated by the expression:

R = Abs
Cu

0.0565
+ Abs

Zn
0.1486

,

here Abs is the analytical signal for each metal ion, 0.0565 and
.1486 were the maximum values of absorbance obtained for cop-
er and zinc, respectively, during the experimental protocol.

The equation below illustrates the relationship of the three vari-
bles, that is, solution pH, reagent concentration (RC) and buffer
oncentration (BC) and the multiple response.

R = −5.9684 + 1.2827(pH) − 0.0751(pH)2 + 0.3846(RC)

− 0.0874(RC)22580.6551(BC) − 1102159.3873(BC)2

+ 0.0006(pH)(RC) + 5.5937(pH)(BC) + 165.2179(RC)(BC)

The derivation of this general equation as (pH), (RC) and (BC)
esults in three new equations:

ı(MR)
ı(pH)

= 1.2827 − 0.1502(pH) + 0.0006(RC) + 5.5937(BC)

ı(MR)
ı(RC)

= 0.3846 − 0.1748(RC) + 0.0006(pH) + 165.2179(BC)

ı(MR)
ı(BC)

= 2580.6551 − 2204.318, 774(BC) + 5.5937(pH)

+ 165.2179(RC)

The critical point in the surface response are found by solv-
ng these equation systems for the conditions of ı (MR)/ı(pH) = 0,
(MR)/ı (RC) = 0, ı (MR)/ı (BC) = 0. The way of calculating these criti-
al points has been published in previous papers [32]. An evaluation
sing Analyses of Variance (ANOVA) demonstrated that there is no

ack of fit in this model.

The calculated values for the critical point are as follows: solu-

ion pH of 8.6, RC of 3.61 mg L−1 and BC of 1.46 mmol L−1. These
esults were calculated using the multiple response function, and a
ood agreement is found with the analytical results calculated for
opper and zinc using individual absorbances, which were: pH 8.71,
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Table 1
Box–Behnken design for optimization of the CPE extraction step

Experiment pH RC BC Cu Zn MR

1 4 (−1) 2.0 (−1) 0.0015 (0) 0.0112 0.0108 0.2709
2 9 (+1) 2.0 (−1) 0.0015 (0) 0.0526 0.1421 1.8872
3 4 (−1) 5.0 (+1) 0.0015 (0) 0.0154 0.0151 0.3742
4 9 (+1) 5.0 (+1) 0.0015 (0) 0.0565 0.1486 2.0000
5 4 (−1) 3.5 (0) 0.0010 (−1) 0.0100 0.0105 0.2477
6 9 (+1) 3.5 (0) 0.0010 (−1) 0.0509 0.1309 1.7818
7 4 (−1) 3.5 (0) 0.0020 (+1) 0.0121 0.0146 0.3124
8 9 (+1) 3.5 (0) 0.0020 (+1) 0.0542 0.1360 1.8745
9 6.5 (0) 2.0 (−1) 0.0010 (−1) 0.0445 0.1178 1.5803

10 6.5 (0) 5.0 (+1) 0.0010 (−1) 0.0371 0.1067 1.3747
11 6.5 (0) 2.0 (−1) 0.0020 (+1) 0.0293 0.0762 1.0314
12 6.5 (0) 5.0 (+1) 0.0020 (+1) 0.0350 0.1043 1.3214
13 6.5 (0) 3.5 (0) 0.0015 (0) 0.0518 0.1298 1.7903

.0015 (0) 0.0525 0.1292 1.7987
1 .0015 (0) 0.0533 0.1285 1.8081

R ltiple response function for simultaneous extraction of copper and zinc.
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Table 3
Determination of copper and zinc in certified reference materials (N = 3)

Sample Copper (�g g−1) Zinc (�g g−1)

Certified Found* Certified Found*

NIST 8433 2.47 ± 0.40 2.6 ± 0.3 18.6 ± 2.2 18.2 ± 1.3
BCR 189 6.4 6.5 ± 0.7 56.5 55.8 ± 1.7
NIST 1567a 2.1 ± 0.2 2.1 ± 0.3 11.6 ± 0.4 11.5 ± 0.6

* All results are expressed as interval confidence at 95% level.

Table 4
Determination of copper and zinc in food samples (N = 3)

Samples Zinc (�g g−1)* Copper (�g g−1)*

Oats 22.9 ± 1.4 3.3 ± 0.4
Powdered chocolate 9.0 ± 1.0 3.3 ± 0.1
C
W

t
t

3

t
w
T
1
d
o

14 6.5 (0) 3.5 (0) 0
5 6.5 (0) 3.5 (0) 0

C: reagent concentration (mg L−1), BC: buffer concentration (mol L−1), and MR: mu

C: 3.55 mg L−1 and BC: 1.47 mmol L−1 for copper, and pH 8.52, RC:
.71 mg L−1 and BC: 1.46 mmol L−1 for zinc. Therefore, in this case,
ultiple response functions could be used because there is a ten-

ency for all the answers to a common region of the experimental
ominium studied. The overall experimental data were processed
sing a statistical program [33].

.2. Validation studies

Limits of detection (3�/S) and quantification (10�/S), where (3�)
s the standard deviation of the blank and (S) slope of analyti-
al curve, were calculated following IUPAC recommendations [34].
he precision was also determined and expressed as relative stan-
ard deviation. Table 2 compiles the analytical performance of the
ethod.
The calibration equations obtained using the pre-concentration

rocedure were given as Abs = 0.0027 [Cu, �g L−1] + 0.0006 for
opper and Abs = 0.0067[Zn, �g L−1] + 0.0018 for zinc with corre-
ation coefficients >0.9991 for both metals. In order to determine
he enhancement factor, analytical curves were prepared with-
ut CPE. The calibration equation obtained were Abs = 8.0 × 10−5

Cu, �g L−1] − 0.0010 and Abs = 0.0002 [Zn, �g L−1] + 0.0031 for
opper and zinc, respectively. The experimental enhancement fac-
ors calculated as the ratio of the slopes of the calibration graphs
ith and without pre-concentration were 36 and 32 for copper

nd zinc, respectively. The burner position of FS-FAAS was fixed
uring the sequential determination. The adjustment is made by
he element of smaller sensitivity and/or lower concentration in
he samples. In this work, this optimization was made for cop-
er, because the sensitivity for this element is lower than that of
inc.

The accuracy of the procedure was confirmed by determination

f copper and zinc in several certified reference materials, namely
RM 1567a – Wheat Flour and SRM 8433 – Corn Bran from NIST
nd BCR 189-Wholemeal flour from IRMM. The results are shown
n Table 3. The t-test for comparison of means demonstrated that

able 2
nalytical characteristics of the CPE method

arameters Copper Zinc

imit of detection (�g L−1) 0.10 0.15
imit of quantification (�g L−1) 0.34 0.50
recision as R.S.D. (10 �g L−1) 2.1% 2.7%
recision as R.S.D. (50 �g L−1) 1.3% 1.7%
nhancement factor 34 33
oncentration range (�g L−1) 0.34–220 0.5–180

T
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o
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orn flour 16.8 ± 1.6 1.1 ± 0.3
heat flour 8.7 ± 1.1 1.2 ± 0.2

* All results are expressed as interval confidence at 95% level.

here is no significance difference between the certified values and
he experimental results at the significance level of 0.05 [35].

.3. Application

The optimized CPE pre-concentration method was applied to
he determination of zinc and copper in powdered chocolate, oats,
heat flour and corn flour. The results obtained are showed in

able 4. The copper content in the samples analyzed varied from
.14 to 3.28 �g g−1 and zinc from 8.7 to 22.9 �g g−1. These results
o agree well with data reported in the literature as to the content
f zinc and copper in the above foodstuffs [36].

The wheat flour sample was also analyzed employing ICP OES.
he concentrations of Zn and Cu obtained via CPE were 8.7 ± 1.1
nd 1.2 ± 0.2 �g g−1, respectively, while those calculated by ICP OES
ere 7.9 ± 0.2 and 1.39 ± 0.08 �g g−1 for zinc and copper, respec-

ively. The statistical comparison by the t-test of comparison of
eans revealed the inexistence of significant difference between

hese values at the 95% confidence level.

. Conclusions

The Box–Behnken design proved to be efficient for optimization

f pre-concentration procedures using cloud point extraction for
imultaneous determination of copper and zinc in food samples.
he method proposed is inexpensive, precise and accurate and it
as limit of quantification sufficient for determination of copper
nd zinc in food samples.
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a b s t r a c t

2,2′-(1,4-Phenylenedivinylene)bis-8-hydroxyquinoline (PBHQ), a highly sensitive reagent used for the col-
orimetric determination of p-aminophenol (PAP), was successfully immobilised on XAD-7 and coupled
with optical fibres to investigate a sensor-based approach for determining p-aminophenol. The solid-state
sensor is based on the reaction of PAP with PBHQ in presence of an oxidant to produce an indophenol dye.
The reflectance measurements were carried out at a wavelength of 647 nm since it yielded the largest
divergence different in reflectance spectra before and after reaction with the analyte. The linear dynamic
range of PAP was found within the concentration range of 0.1–2.18 mg l−1 with its LOD of 0.02 mg l−1.
The sensor response from different probes (n = 7) gave a R.S.D. of 4.4% at 1.09 mg l−1 PAP concentration.
The response time of the optical one-shot sensor was 5 min for a stable solution. As this PAP sensor is
irreversible, a fresh sensor has to be used for each measurement. All the experimental parameters were
optimized for the determination of PAP. Using the optical sensing probe, PAP in pharmaceutical wastew-
ater and paracetamol was determined. The effect of potential interferences such as inorganic and organic

compounds was also evaluated. Potential on-site determination of PAP with such sensors can indirectly
aid detection of organo-phosphorus nerve agents and pesticides in the field by inhibition of acetylcholine
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. Introduction

p-Aminophenol (PAP) has been widely used as raw chemical
aterial and important intermediate in various fields, such as
edicine, sulfur and azo dyes, rubber, feeding-stuff, petroleum, and

hotography, etc. [1–3]. As a result, large amounts of PAP may enter
he environment as a pollutant. Moreover, p-aminophenol is a par-
nt material for the production of paracetamol as one of the most
roduced pharmaceuticals worldwide. This compound is also an

ntermediate product of the decomposition of paracetamol and its
nalogs in the human body and during the storage of its medicinal
reparations. It is known that paracetamol in aqueous solution is

iable to undergo hydrolysis to form p-aminophenol, which is itself
iable to degrade into quinoneimine [4]. p-Aminophenol tends to

orm oxidation products (e.g. quinonimine), which impart a char-
cteristic pink color to the solutions. The rate of degradation of
aracetamol increases with increasing temperature and light inten-
ity [4]. This rate is minimal at a pH around 6 [5]. p-Aminophenol

∗ Corresponding author. Tel.: +0212 4737070 17739; fax: +0212 4737180.
E-mail address: filik@istanbul.edu.tr (H. Filik).

l
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.05.045
f p-aminophenyl acetate to p-aminophenol.
© 2008 Elsevier B.V. All rights reserved.

s a harmful substance, because it increases the body temperature
n humans, and its biological half-life (i.e., the time required for
alf of PAP to be removed from the organism by biophysical and
iochemical processes) is long. p-Aminophenol is a harmful sub-
tance for human organism because it increases body temperature
nd its biological half-life is long. It appears in environment mainly
rom the chemical and pharmaceutical industrial wastes (water and
owdered pollutant emission). Thus, p-aminophenol shows both
iochemical and environmental hazards, and the determination of

ts trace amounts is topical.
Historically, several analytical methods have been utilised for

he determination of p-aminophenol, e.g., potentiometric titration,
pectrophotometry, fluorophotometry, high-performance liquid
hromatography (HPLC), capillary electrophoresis (CE), and chemi-
uminescence (CL) [6,7]. Classical analytical procedures are usually
erformed by means of sophisticated instrumentation which can-
ot be easily moved away from laboratory, thus requiring the

ransport of the sample to the lab. In contrast to such methods,
hemical sensors provide a possibility of real-time analysis, which
an be accomplished onsite. Ideally, such a sensor can be stuck
irectly into the sample and the result of the measurement is dis-
layed within several minutes.
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2.3.1. Pharmaceutical waste water analysis
The pharmaceutical wastewater samples were collected from

a pharmaceutical factory in Turkey (Atabay Pharmaceutical Fine
04 H. Filik et al. / Tala

Karousos and Reddy [8] first suggested the use of quartz crystal
icrobalance (QCM) sensor for the detection of PAP. To the best of

ur knowledge, reflectance spectroscopic detection of PAP has not
een reported. The use of optical fibre chemical sensors (optodes)
or such applications have increased in the past several years. Fibre-
ptic sensors are a class of sensors that use optical fibres to detect
hemical contaminants [9]. In such sensor applications, the analyte
s extracted onto a solid sorbent matrix loaded with a colorimet-
ic reagent and then quantified directly on the adsorbent surface.
arious types of solid supports such as cellulose, XAD polymers,
ylon tape, and Nafion ion exchange membrane have been tested
10–15]. According to Oehme and Wolfbeis, the polymers not only
ct as solid supports onto (into) which indicator dyes are immobi-
ized, but also can provide permeation selectivity for certain species

hile rejecting others [15]. Optical effects of the materials may be
etected by conventional methods of absorbance, fluorescence and
eflectance spectroscopy, and in various formats such as test strips
nd disposable tips [16,17]. In recent years, special attention has
een devoted to the direct quantification of colored species retained
n the surface of a solid support by diffuse reflectance spectroscopy
18,19]. Reflectance spectroscopy is the investigation of the spec-
ral composition of surface-reflected optical radiation with respect
o its angularly dependent intensity and the composition of the
ncident radiation. UV–vis diffuse reflectance spectroscopy proved
o be a promising method for the quick and simple analysis of
ight-impermeable structures for which the classical transmittance
pectrophotometric methods are difficult to implement [20].

Determination of organo-phosphorus (OP) insecticides may be
chieved by irreversible inhibition of acetylcholine esterase. This
nzyme, in uninhibited form, can hydrolyze p-aminophenyl acetate
o p-aminophenol. Thus, estimation of PAP can indirectly detect
P insecticides and nerve agents. This means that rapid on-site
etermination of PAP can potentially aid develop measures against
hemical (NBC) warfare [21,22].

Many reagents cannot be used in optical sensors because
f unfavourable analytical wavelengths, poor photostability, low
olar absorptivity or the need for additional reagents [23].

,2′-(1,4-Phenylenedivinylene)bis-8-hydroxyquinoline (PBHQ) is a
nown reagent and used as a coupling agent for the detection of PAP
y a spectrophotometric method [24,23]. In the present study, we
ave evaluated the possibility of quantifying PAP as indophenol dye
y combining solid-phase extraction (SPE) and UV–vis reflectance
pectroscopy. The solid-state PAP sensor based on the Berthelot
or the indophenol dye) reaction responded to PAP sample fairly
apidly (∼5 min), and blue color was observed almost immediately
pon addition of the test sample solution. The indophenol-blue
eaction was actually used for ammonia sensor applications [16,17].
he performance of the immobilised PBHQ on XAD-7 as a reagent
n the development of optical reflectance sensor for PAP determina-
ion has been demonstrated. The recovery of the proposed method
as tested by replicate analysis of several samples with spiked

AP.

. Experimental

.1. Apparatus

The instrumentation set-up used for this experiment is as shown
n Fig. 1. Experiments were carried out using a commercially avail-

ble miniature fibre-optic-based spectrometer (Ocean Optics Inc.,
G4000CG-UV-NIR) which utilises a small tungsten halogen lamp

Ocean Optics Inc.) as the light source and a CCD-based detector
or reflectance measurements. Light reflected from the probe sur-
ace was transmitted by a bundle of optical fibres to a miniature
Fig. 1. Schematic diagram of the PAP fibre-optic sensor instrumentation.

bre-optic spectrophotometer (Ocean Optic HG4000CG-UV-NIR)
hich on the other hand was connected to a PC (Dell-compatible)

nd also a printer. For optical isolation, the probe and the detector
ere kept in a black box to minimise any interference from ambient

ight. The spectral deconvolution was performed after smoothing
he spectra by a 25-point Fourier transform filter using peak fitting

odule in OriginPro7.0 software (OriginLab Co., USA). A mechan-
cal shaker (Nüve, Turkey) having speed control facility was used
or batch equilibration.

.2. Reagents

All chemicals used were of analytical grade. p-Aminophenol,
-aminophenol (m-AP), o-aminophenol (o-AP) and paracetamol

PCT) were obtained from Riedel de Haen (Fluka Chemie, Buchs,
witzerland). PCT stock standard solution (1.0 × 10−3 M) was pre-
ared by dissolving pure PCT in 100 ml of distilled water using an
ltrasonic water bath to ensure complete dissolution. PAP stock
olution (1.0 × 10−3 M) was prepared by dissolving 54 mg of PAP in
00 ml of ethanol. The structural formula of PBHQ (synthesized) lig-
nd is shown in Fig. 2. PBHQ stock standard solution (2.0 × 10−3 M)
as prepared by dissolving PBHQ ligand in 100 ml of THF (Aldrich,
ilwaukee, MI). More dilute solutions of the reagent were prepared

s required. The borax buffer solution was prepared by dissolv-
ng 2.0 g NaOH and 2.0 g Na2B4O7·10H2O in 100 ml distilled water
pH 12.4 ± 0.2). Other metal salts were obtained either as chlo-
ide or nitrate salts from Fluka (Buchs, Switzerland) and Merck
Darmstadt, Germany). All metal salts and organic substances were
sed without further purification. Amberlite XAD-7 (surface area:
50 m2 g−1 and bead size: 20–50 mesh) were obtained from Fluka
Buchs, Switzerland).

.3. Preparation of the analyzed samples
Fig. 2. Structural formula of the sensing layer constituent.
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Fig. 3. The design of the PAP probe.

hemicals Inc., Kocaeli, Gebze). After filtration, the samples were
tored at 4 ◦C in refrigerator to avoid exposure to light and air,
nd they were used for the determination of PAP without dilution.
he pH values of the sample solutions were measured to be 3.5
nd 5.0.

.3.2. Paracetamol analysis
Different dosage forms of paracetamol were obtained commer-

ially from different firms (Turkey). An average weight of five tablets
as taken. The tablets were powdered, and 0.5 g of this homoge-
ized material was dissolved in 50 ml ethanol and sonicated for
min. The sample solution was filtered through a 0.45-�m mem-
rane filter into a 100-ml volumetric flask. The filtrate was made up
o the volume. A volume of 5 ml of the diluted solution was assayed
ccording to the general procedure.

.4. Impregnation procedure

Amberlite XAD-7 resin obtained from the supplier contained
rganic and inorganic impurities. To remove the contaminants, it
as washed successively with ethanol, water, 1 M NaOH and 1 M
Cl. The XAD-7 beads were then washed with distilled water until
eutral. The sensing material (PBHQ) was physically immobilised
y adsorption onto Amberlite XAD-7 polymer. The resin beads were
ried in an oven at 105 ◦C for 4 h. One gram dry resin (Amber-

ite XAD-7) beads were treated with 2 ml of 2.0 × 10−3 M PBHQ
nd 3 ml ethanol, and the mixture was shaken at room temper-
ture for 5 min. The resulting yellow particles were filtered off
rom the supernatant solution, and were washed with water until
eagent excess was eliminated from the resin. The resulting yellow
esin beads were dried in air. The resin was left to expand in 1:1
lcohol–water before usage.

.5. Sensor design

The model sensor design was similar to that described by Ahmad
nd Narayanaswamy [25,24]. The probe was built using disposable
yringe tubes (i.d. = 4 mm) (SB Medical Center, Kartal, Istanbul). A
yringe column (12 cm length and 1.0 cm diameter), with a nylon

embrane and a stopcock, has been used for preconcentration of

he PAP. Fig. 3 shows the design of the probe. The syringe tube
as filled with 0.2 g (dry substance) Amberlite XAD-7-PBHQ resin.

he filling height of the Amberlite XAD-7-PBHQ resin was approx-
mately 5 mm. After swelling (in 1:1 alcohol–water), 1 ml of borax

3

i
a

fter curve (b), coupling reaction with 0.545 mg l−1 PAP. Inset: Orginal reflectance
ignals of immobilized PBHQ before (a) and after (b) reaction with PAP without
T-smoothing of spectra.

uffer solution and 0.1 ml of 1.0 × 10−3 M KIO4 were added to the
ensor; the probe was later attached to the distal end of a bifurcated
bre-optic.

.6. Reflectance measurement

Ten milliliters of PAP standard solution (within the linear range
f 0.1–2.18 mg l−1) were added to the sensor. The reflectance mea-
urement was carried out by recording the optical signal 5 min
fter placement of the bifurcated optical fibre in the analyte
olution. Reflectance spectra were registered after 5 min (for full
olor development). Maximum reflectance signal was measured
t 647 nm. The measurements were expressed in the units of rel-
tive reflectance, which is defined as the difference between the
eflectance of the PAP-PBHQ dye (Rc) and that of the immobilised
eagent alone (Rf), both recorded at the same wavelength (647 nm).
he arbitrary unit and the detector were kept in a black box to
inimise any interference from ambient light.

. Results and discussion

.1. Reflectance spectra of the sensor

The reflectance baseline was previously adjusted to 100 arbi-
rary units in the detector, which corresponds to the reflectance
f the optode containing the immobilized PBHQ (Rf). Fig. 4 shows
he reflectance spectrum of the immobilized PBHQ-XAD-7 reagent
efore and after the reaction with 1.09 mg l−1 PAP at pH 12.4 ± 0.2.

t can be noted that the formation of the dye causes a decrease in
eflectance signal due to a sharp change in color of the reagent phase
rom yellow to blue, with concomitant narrowing of the original
pectrum. Diffuse reflectance spectra of immobilised PBHQ before
curve a) and after (curves b–e) coupling with PAP (0.545, 1.09,
.635 and 2.18 mg l−1, respectively) are shown in Fig. 5. Greatest
eflectance difference was found at 647 nm, and this wavelength
as used for all subsequent measurements of reflectance.

.2. Influence of variables
The influence of different variables on the response of the sensor,
mmobilization of PBHQ, its concentration, pH of determination,
nd response time of the sensor was studied.
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ig. 5. Reflectance spectra of immobilised PBHQ in XAD-7 before (a) and after (b–e)
oupling reaction with PAP solution, the analyte concentration being 0.548, 1.09,
.635 and 2.18 mg l−1, respectively.

The influence of time of immobilization on optical properties
f the sensor is important because of its relationship with the
esponse time and dynamic range of sensor. The results show that
he amount of PBHQ adsorbed is increased by varying the soaking
ime of the XAD-7 resin in the PBHQ solution from 1 to 10 min. The
est result was achieved for >5 min impregnation.

The concentration of the PBHQ solution used to prepare the
ensing phase is probably the main parameter that must be inves-
igated since it determines the signal intensity. The effect of the
eagent concentration on the sensor response was studied by using
ifferent initial concentrations of the reagent during its impreg-
ation. The results obtained indicated that the best option was
he employment of 2 ml of 2.0 × 10−3 M PBHQ concentration. The
eflectance of the sensing layer was measured at 497 nm (�max of
BHQ).

The influence of the sample pH on the response of sensor was
lso studied by measuring the reflectance at 647 nm when it is
nserted for a fixed time into a solution containing 1.09 mg l−1 PAP
t different pH values. The effect of pH was studied in the range
–14 under the same experimental conditions by using NH3/NH4Cl
uffer and NaOH solution for pH adjustment. As can be seen
rom Fig. 6, the sensor responded to PAP only above pH 9.0, and
he response increased with pH up to a certain level. Optimum
esponse was observed between pH 12 and 13. Reflectance intensity
ecreased above pH 13.0. In subsequent experiments, borax buffer
olution of pH 12.4 ± 0.2 was used for adjustment to optimal pH.
Maximum reflectance of the optode was obtained with the oxi-
izing agent concentration of 1 × 10−4 M KIO4; above this value, the
eflectance intensity of sensing layer decreased gradually. Thus, a
IO4 molar concentration of 1 × 10−4 was adopted.

3

o

ig. 6. The effect of pH on the probe response. [PAP] = 1.09 mg l−1. The inset shows
he intensity profile of the original reflectance spectra.

.3. Stability and reproducibility

A study on stability of the sensing layer was carried out to
etect the possibility of photo-leaching or photo-decomposition
f the reagent phase when it was continuously exposed to a light
ource for a longer period of time. The stability of the immobilised
eagent was evaluated by monitoring the sensor response continu-
usly for 5 h when the sensor was immersed in an alkaline solution.
he reflectance intensity recorded at 647 nm demonstrated that
he reagent phase was very stable and no photo-decomposition
ccurred.

The sensing layer can be stored under air for 6 months with-
ut considerable loss in reflectance intensity or response function.
hen the sensing layer was continuously exposed to light, no drift

n signal occurred, and the sensing layer was very stable throughout
he experiment with no leaching of the PBHQ ligand.

The reproducibility of the sensing layer preparation was
lso checked for five separate sensing layers by measuring the
eflectance of PBHQ (� = 497 nm). The results showed that the
hemical and physical characteristics of the sensor layer did not
hange during 6 months. In addition, the reproducibility for the
eterminations of PAP was tested by performing five replicate
easurements of signal for the sensing layers using 0.545 and

.09 mg l−1 PAP solutions. The relative standard deviation (R.S.D.)
or these determinations was 4.06 and 3.73%, respectively.

.4. Response time

The sensing time of the probe is a very important parameter for
apid measurement. Fig. 7 shows response spectra of the sensing
robe at 647 nm as a function of time when the sensing layer was
xposed to 1.09 mg l−1 PAP at pH: 12.4 ± 0.2. The results showed
hat after 5 min, the sensing probe reached the output signal equal
o 96% of the steady-state response.
.5. Interference study

Industrial and environmental waters are known to contain vari-
us inorganic and organic compounds. The effects of various metal
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ig. 7. Time-dependent responses of the optical sensor to a 1.09 mg l−1 PAP solution.
he inset shows the intensity profile of the original reflectance spectra.

ons on the determination of PAP were studied under the optimal
xperimental conditions selected above. Synthetic sample solu-
ions containing 1.09 mg l−1 PAP and different concentrations of the
ossible interferent compounds were tested, and the peak heights
btained were measured. The possible interferences of some inor-
anic cations, such as Mg2+, Ca2+, Ba2+, Zn2+, Ni2+, Co2+, Mn2+, Cd2+,
i3+, Pb2+, Fe3+ and Al3+ were evaluated. Table 1 shows the maxi-
um tolerable concentrations of various metal ions. As can be seen,

everal metal ions do not interfere even at high concentrations. Dur-
ng the interference studies, any precipitate formed was removed
y centrifugation.

Organic contaminants, such as nitro- and chloro-substituted
henols, were tested for their effects on the PAP signals. The results
re shown in Table 1. All the aminophenols (o-AP and m-AP) were
ound to influence the determination. The tolerable limit of a for-

ign species was taken as a relative error greater than ±2% in the
ecovery of 1.09 mg l−1 PAP.

able 1
ffect of possible interferents on reflectance of the optode

pecies Added (mg l−1) Found PAP (mg l−1) Error (%) Recovery (%)

u 127 1.11 ± 0.05 +2 97
r 103 1.10 ± 0.06 +1 101
n 109 1.12 ± 0.03 +3 96
i 117 1.06 ± 0.06 −3 97
l 53 1.12 ± 0.05 +3 96
b 414 1.10 ± 0.05 +1 101
a 80 1.09 ± 0.09 0 100
o 117 1.10 ± 0.06 +1 98
g 46 1.08 ± 0.07 −1 99

e 112 1.07 ± 0.04 −2 98
n 130 1.09 ± 0.08 0 100
a 274 1.06 ± 0.04 −3 97
d 224 1.08 ± 0.05 −1 99
l− , PO4

3− ,NO3
− 1000 1.07 ± 0.07 −2 98

-Nitrophenol 100 1.05 ± 0.04 −4 96
-Chlorophenol 100 1.05 ± 0.06 −4 101
-Aminophenol 1 1.06 ± 0.04 −3 96
-Aminophenol 1 1.05 ± 0.06 −4 96

aracetamol 1000 1.10 ± 0.08 +1 101
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ig. 8. Response to different PAP concentrations: (a) 0.0218; (b) 0.218; (c) 0.545; (d)
.09; (e) 1.635; (f) 2.18 mg l−1. The inset shows the linear response of PAP immobi-
ized on PBHQ-XAD-7.

.6. Calibration graph

As indicated in the “Procedure”, the reflectance measurements
ere expressed as reflectance difference, which is defined as the
ifference between the reflectance of immobilized PBHQ alone (Rf)
nd the reflectance of the PAP-PBHQ dye (Rc). The regression curve
btained was reasonably linear and can be expressed by the follow-
ng equation: (Rf − Rc) = 0.1678C + 0.036 where the concentration
f PAP was expressed in mg l−1 with a correlation coefficient of
.9934 (n = 7). The reflectance response of the optode under the
elected experimental conditions for different PAP concentrations
n the range 0.1–2.18 mg l−1 is shown in Fig. 8. The limited working
ange in this work is due to the saturated response that occurred
t higher PAP concentrations. The limit of detection (LOD) achieved
or PAP, estimated by 3sB/m (where sB is the standard deviation of 10

easurements of the blank and m is the slope of the calibration line)
as 0.02 mg l−1 for the analyte. The reproducibility of the method,

xpressed as R.S.D., was checked on 7 individual samples containing
.09 mg l−1 of PAP. The relative standard deviation was found to be
.4% for PAP, which is a bit higher than those of spectrophotomet-
ic measurements carried out in homogenous solution, but is very
cceptable in reflectance measurements of heterogenous phases.

.7. Application to real samples

The method was used for the determination of PAP in phar-
aceutical wastewater and pharmaceutical samples. All samples
ere spiked with standard stock solution of PAP at different

oncentration levels and then analyzed five times (n = 5). The recov-
ry was between 98 and 102% (Tables 2 and 3). The results by
sing the present method were comparable with those by using
odium Berthelot hypochlorite–alkaline phenol spectrophotomet-
ic method [25]. We can see that the results were satisfactory. The
erformance of the proposed method was compared statistically

n terms of the Student’s t-test and the variance ratio F-test. At the
5% confidence level, the calculated t- and F-values did not exceed
he theoretical values 2.78 (for n = 5) and 6.39 (for n = 5), respec-
ively. Results are summarized in Table 2. From the results, it is
pparent that the present sensor may be useful for the determina-

ion of PAP in real samples. The method allowed the determination
f p-aminophenol in the presence of paracetamol without sepa-
ation. Good recoveries were obtained, and the data are shown in
ables 2 and 3.
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Table 2
Determination of PAP in wastewaters (n = 5)

Sample Reference
methoda

PAP addedb

(mg l−1)
Foundb (mg l−1) Recovery (%)

Wastewater A 1.05 ± 0.03 – 1.19 ± 0.06
t = 2.46; F = 4.0

0.55 1.75 102
1.09 2.26 98

Wastewater B – 0.45 ± 0.08
t = 1.72; F = 2.56

0.55 0.99 98
1.09 1.55 101
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a Literature method [25].
b This method.

.8. Comparative evaluation of the proposed method in regard to
ensor technologies

In this study, the synthesis of a reflectance-based sensor (man-
factured by impregnating an alcoholic solution of the ligand
BHQ onto the XAD-7 copolymer resin) has been reported for the
rst time. The ligand PBHQ (being a raw material for the sen-
or manufacture) was previously used as a coupling reagent for
pectrophotometric determination of PAP (hydrolyzed from parac-
tamol) in pharmaceutical formulations [23]. However, the linear
ange of the current sensing method (0.1–2.18 mg l−1) is wider and
overs smaller concentrations than that of the former spectropho-
ometric method (i.e., 0.44–5.5 mg l−1) [23]. The LOD of the current

ethod (0.02 mg l−1) is smaller than that of the former method (i.e.,
.09 mg l−1).

Actually, specific colorimetric sensors for PAP have not been
reviously synthesized. The solid state UV sensor is for paraceta-
ol (which yields PAP only upon hydrolysis), and concentrates the

arent drug on an anion-exchanger gel resin, Sephadex QAE A-25
26]. The sensor measures the analyte at 300 nm, a UV wavelength
hich is open to interference by many other organic compounds.
n the other hand, determination of PAP using a quartz crystal
icrobalance sensor based on indophenol dye formation from PAP,

eriodate, and phenols does not involve a linear calibration curve
8]. The current manuscript tries to fill in the gap of a flexible col-
rimetric sensor based on reflectance measurement.

In real life, there are cases where p-aminophenol has to be
apidly and sensitively assayed with a cheap, easily available
ptosensor with a considerable shelf-life so that the sensor used

or this purpose is readily available. Example potential applications
re:

(i) Indirect detection of organo-phosphorus nerve agents
and pesticides in the field by inhibition of acetylcholine

able 3
etermination of PAP in paracetamol (n = 5)

ample PAP added (mg U−1) Found (mg U−1) Recovery (%)

amol A NF NF –
0.55 0.56 ± 0.1 102
1.10 1.11 ± 0.1 101
2.18 2.20 ± 0.2 101

amol B NF NF –
0.55 0.56 ± 0.1 101
1.09 1.10 ± 0.1 101
2.18 2.19 ± 0.3 100

F: not found.
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esterase-catalyzed hydrolysis of p-aminophenylacetate to
p-aminophenol [21].

ii) Since the drug paracetamol is rapidly absorbed and excreted by
humans largely in urine and its high doses have been associated
with lethal hepatic necrosis and renal failure, development of
a rapid, sensitive and selective assay of paracetamol is of vital
importance for fast urinary screening and antidote administra-
tion [27] before applying more sophisticated, but costly and
laborious hyphenated instrumental techniques of HPLC-SPE-
NMR-MS.

Now, the proposed technology of optosensor preparation is
ased on the impregnation of the ligand PBHQ onto a XAD or a sim-

lar polystyrene–divinylbenzene resin which is readily available.
uch an optosensor can be easily prepared at the location of require-
ent, or can be safely stored and transported without deterioration

f the sensor material (the sensor was shown to be stable toward
ifferent conditions of storage such as air and light). On the other
and, when the sensor active material (PBHQ) is tried to be encap-
ulated in a PVC matrix in a tetrahydrofurane (THF) solution with
lasticiser, then poured onto a petri dish, dried and strip sliced, the
atrix does not respond to PAP. Even if such polymeric optosensors

ased on spectrophotometric measurement on transparent PVC or
ther polymeric membranes were to be prepared successfully, they
ould be subject to error over time, because the membrane mate-

ial may first turn translucent and then opaque, and the sensor raw
aterials may accumulate at certain locations of the membrane

pon prolonged storage probably as a result of phase separations
f the originally compatible components of the polymeric compo-
ition, adversely affecting the homogenous appearance and light
ransmission of the membrane. Kimball and Munir [28] have shown
hat there may be a small decrease in the transmission of PVC,
ET and polystyrene transparent films in the visible range upon
eathering.

It should be added that the only competent technology for PAP
ssay (as a reasonable alternative to the proposed methodology)
ith repetitive use is an electrochemical-based (amperometric)

iosensor capable of detecting PAP as the enzymatic hydroly-
is product of p-aminophenylacetate [29,30]. Some electro-active
ubstances (e.g., those showing electroactivity around the anodic
xidation potential of PAP at +0.25 V vs. Ag/AgCl) and organic sub-
tances strongly adsorbing on the electrode surface may interfere
29]. The glassy carbon electrode (GCE) used for PAP assay can also
e modified with multi-wall carbon nanotubes (MWNTs)/Nafion
31], but these are high-cost materials not available to common
aboratories.

. Conclusion

This study has shown that the fibre-optic reflectance sensor
ased on immobilized PBHQ is rapid and simple for the on-
ite quantitative determination of PAP. The development of a
ew kind of sensor, namely a fibre-optic chemical sensor, brings
bout an alternative for environmental monitoring and pharma-
eutical analysis especially for hazardous contaminants such as
AP. The sensor is small and of low-cost. Furthermore, it can
e made into a portable instrument for in situ measurements.
sing enzymatic inhibition techniques (e.g., using acetyl choline

sterase as enzyme and p-aminophenyl acetate as substrate), such
sensor can potentially be used for on-site determination of

rgano-phosphorus nerve agents and insecticides. Thus, a simple
ethod in detecting trace levels of PAP has been developed and

alidated.
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a b s t r a c t

An efficient, sensitive and fast stopped-flow method has been developed to determine asulam in water,
based on its inhibition effect on the horseradish peroxidase–luminol–hydrogen peroxide chemilumines-
cence reaction, (HRP–luminol–H2O2). Ultra fast data acquisition (0.20 s) facilitates excellent selectivity
because no interferences from concomitants in the matrix act in such short time scale. The precision as
repeatability (expressed as relative standard deviation, n = 10) was 0.4% at a 40 pM level. The detection
limit was 1.5 pM (0.35 ng/L) and 7.15 pM in pure and raw water, respectively. The calibration data over
Keywords:
Asulam, Chemiluminescence, Solid-phase
extraction, Stopped-flow

the range 5–60 pM present a correlation coefficient of r = 0.9993. The proposed method has been applied
to determine asulam in water samples by using solid-phase extraction (SPE). Mean recovery value was
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98.1 ± 2% at 50 pM level.

. Introduction

Asulam (methyl 4-aminobenzenesulfanilyl carbamate) is a
arbamate pesticide with a widely broad spectrum of biolog-
cal activity, acts by stopping the cell division and growth
f plant tissues, can accumulate and remain in environment.
ue to its good solubility in water, creates a compromise to
evelop suitable analytical methods [1,2]. In literature, a great
ariety of analytical techniques are employed to quantified asu-
am at trace level. Currently, gas or liquid chromatography is
he most used method for analyzing pesticides [3], and solid-
hase extraction (SPE) is often performed for concentrating and
urifying analytes in the samples, prior analysis [4–6]. Analyt-

cal determination by means of synchronous fluorescence with
erivatization with fluorescamine [7], or based on its native flu-
rescence with a flow injection (FI) analysis system, has been used
8,9].

Chemiluminescence (CL) is a luminescence technique showing
s main advantages its high sensitivity, easy of use and sim-

le instrumentation, being actively applied for the detection of
mall amounts of chemical species at ultra-trace levels. Con-
idering the kinetic characteristics of this technique, anyone of
he reaction components, including CL substrate, oxidant, cata-
yst, cofactor, sensitizer, enhancer and inhibitor can be made rate

∗ Corresponding author. Tel.: +34 952 131 972; fax: +34 952 131 884.
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f
t
m
p
e
m
f
f
f
e

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.06.025
© 2008 Elsevier B.V. All rights reserved.

imiting and hence be determined [10]. The oxidation is usu-
lly conducted in a basic solution in the presence of an oxidant:
ydrogen peroxide [11], hypochlorite [12], iodine [13], or oxygen
14], and catalysts: peroxidases such as horseradish peroxidase
HRP) [15,16], or lactoperoxidase [17], and metals ions [18]. Among
hem, HRP–luminol–H2O2 system is most popular and has been
mployed in many assays [19,20]; moreover, this system has been
mployed to quantify analytes who act as enhancers [21,22] or
nhibitors [23]. Particularly, in the determination of carbamates
s analytes, only few contributions have been found based on
he CL of Ru(bpy)3

3+ reaction [24], and on the peroxyoxalate CL
xidation in the presence of a fluorophore [25]. This technique
an be easily coupled to a flow injection manifold as detection
ode or assembled to stopped-flow technique, where rapid chem-

cal reactions are studied on the millisecond to second time scale
26].

In this study, we have found that the pesticide asulam produces
n inhibition on the CL emission from the HRP–luminol–H2O2
ystem. Under the optimum experimental conditions, the very
ast CL emission is proportional to the concentration of asulam,
he whole transient signal can be recorded in about 200 ms. The

ain features of this technique are its ability to mix the sam-
le and reagent solutions automatically, the possibility of making
xperiments shortly after mixing, a high overall precision, the

inimization of potential interferences, and its suitability for

ast and slow reactions. Based on these findings, a simple and
ast new direct stopped-flow CL method has been developed
or the determination of asulam in water by using solid-phase
xtraction.
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Tris–HCl buffer pH (0.02 M) was investigated in the range 8.2–9.5,
and the maximum CL was observed at pH 8.4 (Fig. 1); there-
fore, Tris–HCl buffer (0.02 M and pH 8.4) was selected and used
for subsequent studies. The effect of luminol concentration was
studied in the range 5–150 �M, the best results were obtained
F. García Sánchez et al.

. Experimental

.1. Reagents and solutions

Ultrapure water (Millipore 60 system, Bedford, MA, USA) was
sed for the preparation of all solutions, except asulam which was
repared in acetone. Luminol (5-amino-2,3-dihydrophthalazine-
,4-dione), horseradish peroxidase, type VI-A (16 U/mg) and
ris–HCl (99–99.5%) were purchased from Sigma (St. Louis, USA).
ydrogen peroxide (H2O2) 30% (p/v) by Merck (Darmstadt, Ger-
any). Asulam (methyl[(4-aminophenyl)sulfonyl]carbamate)

98.1%), MCPA (4-chloro-o-tolyloxyacetic acid), 2,4,5-T (2,4,5-
richlorophenoxyacetic acid), amitrole (3-amino-1,2,4-triazole),
nd atrazine (2-chloro-4-(ethylamine)-6-(isopropylamine)-s-
riazine) were purchased from Riedel de Häen, Seelze, Germany
nd employed without further purification. Diclorprop (2-(2,4-
ichlorophenoxy) propanoic acid) and metamidofos (O,S-dimethyl
hosphoramidothioate) was provided by Dr. Ehrenstoffer
aboratories (Augsburg, Germany).

The stock solution of luminol (2 mM) was prepared by dis-
olving 35.44 g of solid in a 0.1 M of Tris–HCl buffer solution (pH
.4); this solution is stable when stored in the dark. 13.68 U/mg
f lyophilized HRP was prepared in water by dissolving 1.3 mg of
he parent HRP in 25 mL. H2O2 (1 M) was prepared in water by dis-
olving 752 �L in a volume of 25 mL. The concentration of H2O2 was
etermined daily by measuring the UV absorbance at 240 nm using
240 = 39.4 cm−1 M−1 [27]. Asulam (1 mM) stock solutions were pre-
ared by dissolving in acetone 11.51 mg to a final volume of 50 mL.

.2. Apparatus

A Perkin-Elmer LS-50 (Beaconsfield, UK) luminescence spec-
rometer with the light source switched-off was used. The
pparatus was set in the phosphorescence mode with 0.00 ms
elay time and 60 ms gate time. The slit-width of the emission
onochromator was set at 20 nm with � = 425 nm and photomul-

iplier voltage set manually to 700 V. The samples were placed in
quartz cuvette continuously stirred with a magnetic stirrer. The

hemiluminescent reaction was triggered by injecting HRP solution
ith a syringe, through a septum.

The study of the CL emission at short times was carried out
n an SLM-Aminco 48000s fluorometer equipped with a MilliFlow
topped-flow reactor (Urbana, IL), with the light source turned off
nd no optical filter before the photomultiplier. The stopped-flow
eactor permits observation of the reaction velocity of the reactants
hich are forced through a mixing chamber and into an observation

ell. The two 5 mL driving syringes were filled with the reactants
nd whose positions are simultaneously driven by a pressurized
itrogen-operated plunger. After leaving the observation cell, the
ixed reactants advance the piston of a stopping syringe, which

s brought to a “dead” stop against the tip of a micrometer. Just
rior to stopping, a switch is closed, thereby supplying a triggering
ignal which opens the electronic data acquisition. The cell vol-
me was 32 �L. Equal volumes of the two reagent solutions were

ntroduced into the cell when a pressure of 4.5 bar was applied on
he two supply syringes. The dead time was 1.0 ms, flow velocity
0 mL/s, and mixing efficiency was >98%. The intensity (in V) was
ollected throughout the reaction at a rate of 10 ms per point with
photomultiplier gain of 10 and a voltage of 900 V.
.3. Methods

.3.1. General procedure
For the study of the asulam signals at short times, a syringe

f the stopped-flow apparatus was filled with HRP (0.6 U/mL) in

F
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.02 M buffer solution (pH 8.4) and the other with a mixture of
uminol (3 × 10−5 M), H2O2 (2 × 10−3 M), 0.02 M buffer solution and
ariable volumes of asulam to obtain 5–60 pM concentrations. The
nitial rates (dI/dt) were measured by subtracting the signal val-
es at 0.08 s from that at 0 s. All measurements were carried out at
5 ± 0.1 ◦C.

.3.2. Procedure for the determination of asulam in water
Due to the good solubility of this pesticide in water [28], a pre-

oncentration step is necessary to reach at trace level the limit of
etection. Solid-phase extraction was performed with Lichrolut SPE
P-18 (500 mg, 6 mL) from Merck. Previously, the SPE cartridges
ere conditioned by passing, according to the manufacturer recom-
endations, 2 mL of methanol followed by 10 mL of LC-grade water

hrough the cartridge at a flow rate of 3 mL/min. The extraction
ubes were set with a VisiprepTM SPE Vacuum Manifold system pur-
hased from Supelco. Fifty milliliters of asulam solution (10−8 M)
ere percolated through the C18 cartridges at a constant flow rate
etween 4 and 8 mL/min. After preconcentration, the extraction
as eluted with 2 mL of methanol and evaporated to dryness with
gentle stream of nitrogen and reconstituted with 500 �L of water.

Equal volumes of the two reagent solutions were introduced into
he cell when a pressure of 4.5 bar was applied on the two supply
yringes. All measurements were carried out at 25 ± 0.1 ◦C.

. Results and discussion

.1. Optimization of the factors affecting the asulam
etermination at short times

The experimental conditions were optimized by means of the
nivariate approach. The efficiency of HRP–luminol–H2O2 system

s highly dependent on reaction pH. Tris–HCl buffer pH has been
eported previously to give a higher CL intensity with luminol as
ompared with other buffer solutions [19]. Therefore, in the pro-
osed method, the effect of Tris–HCl concentration was studied

n the range 0.01–0.1 M. The maximum CL inhibition with asulam
as observed at a Tris–HCl concentration of 0.02 M. The effect of
ig. 1. Initial slope (0–80 ms) at several pH values. Experimental condi-
ions: [Tris–HCl buffer] = 0.02 M; [HRP] = 0.6 U/mL; [luminol] = 3 × 10−5 M; H2O2

2 × 10−3 M).
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Table 1
Inhibition data for asulam (n = 5)

Asulam (pM) Inhibition (%) R.S.D. (%)

0 1.10 3.04
20 25.93 0.81
40 48.96 2.81
80 66.53 3.05

120 81.25 1.09
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Table 2
Interference study at 50 pM asulam level

Interference Asulam:interference (w/w) Recovery (%)

2,4,5-T 1:1 88.2
1:0.5 95.6

Diclorprop 1:1 98.6
MCPA 1:1 98.7

Atrazine 1:1 79.2
1:0.5 86.9
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the solid-phase extraction was applied and best recoveries were
160 87.23 1.34
20 89.51 1.42
00 95.03 0.8

t 30 �M, compromises between signal reproducibility and blank
ignal value. Further experiments were realized using 30 �M as
ptimum luminol concentration. The effect of hydrogen peroxide
n the determination of asulam was investigated in the range of
.2–3 mM, and the best result was obtained with 2 mM. Same pro-
edure was carried out with the peroxidase (HRP) concentration,
eaching the 0.6 U/mL as the optimum value of analysis.

.2. Study of the CL with asulam at short time

The preliminary experiment, carried out in the SLM-Aminco
pparatus, showed the CL reaction of luminol was inhibited by asu-
am, at very low level of concentrations (pM). Blank signals were
btained using the luminol–H2O2 system by itself and catalyzed
y peroxidase. In Table 1 are presented the inhibition data of this
ystem and illustrated in Fig. 2, measured between 0 and 120 ms
nd were obtained the slopes of the initial rates (dI/dt) versus asu-
am concentration over the range 20–400 pM. The data are obtained

ith the aid of the following expression:

I =
(

Sb − S

Sb

)
× 100

here I is the inhibition (in %) and Sb and S are the mean of
ve separate measurements of the slope of the blank and signals,
espectively.

.3. Quantitative analysis and main analytical figures of merit
The calibration data of CL inhibition versus concentration of
sulam were obtained over the range 0–400 pM. According to
he experimental data, the linear analytical range was established
etween 5 and 60 pM. A calibration graph obtained by least-squares
reatment was: % ICL = 1.19 [asulam] + 1.93627 (n = 5), with a corre-

ig. 2. % Inhibition against asulam concentration (pM). Conditions as in Fig. 1.
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1:0.25 88.9

etamidofos 1:1 98.1
mitrole 1:1 98.9

ation coefficient of 0.9993 and R.S.D. = 0.40%. The detection limit
1.5 pM, 0.35 ng/L) was calculated as three times the standard devi-
tion of seven blanks divided by the slope of the calibration graph.
uantification limit (10�) was 5 pM.

.4. Interferences

In order to study the determination of asulam in real water sam-
les, the effect of other pesticides that can be present in water
t similar levels was studied. In Table 2 are ordered the results
btained over samples containing 50 pM asulam. The selectivity of
he proposed methods against the pesticides checked is confirmed,
xcept for atrazine that cause a severe interference (1:0.25, 88.9%).

.5. Application

In order to assess the potential of the method described, the
roposed method was applied to the recovery of asulam in tap
ater samples, collected from the university. After collection, sam-
les were filtered through a cellulose membrane filter (cellulose
cetate, pore size 0.45 �m, 47 mm diameter, Whatman, Maidstone,
K), to remove some possible suspended solids. Into a 50 mL cali-
rated flask were transferred an aliquot of 25 �L of 10−8 M asulam
tandard solution, the final concentration was of 5 pM (1.15 ng/L).

According to the procedure described above (see Section 2.3),
btained when the pH of the solution was adjusted at pH 3. With
his, a calibration graph was obtained from the kinetic curve (Fig. 3)
t the 175 ms over the range 5–60 pM. Least-squares treatment
ives %ICL = 1.445 [asulam] − 6.603 (n = 5), with a correlation coef-

ig. 3. Kinetic curves of the calibration graph for asulam in tap water. (1) 0 pM; (2)
0 pM; (3) 30 pM; (4) 40 pM; (5) 50 pM; (6) 60 pM. Analytical signal obtained at
75 ms.
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Table 3
Comparison of the performances of the proposed method with the previously published one

Sample DL Recovery (%) R.S.D. (%) Technique

Tap water 0.35 ng/L 98 1.90 This method
Tap water 1 �g/L 86 6.50 MEKC-UV detection [29]
Tap water 0.8 �g/L 88 5.80 MEKC-electrochemical detection [29]
Tap water 0.04 ng 90–118 1.13 HPLC with derivatization [30]
Natural water 10.9 �g/L 53–98 <5.3 CE-UV detection [31]
Natural water 0.9 �g/L 82–102 <6.5 CE-electrochemical detection [31]
Water samples 40 �g/L – 4.1 Photochemiluminometric [10]
Water samples 5 �g/L – 1 FIA-fluorescence [8]
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eaches 43 �g/L 85–106
ater samples 0.02 mg/L 93–96
ater samples 1.2 × 10−8 M 107

cient of r = 0.994 and R.S.D. = 0.78%. The detection limit (7.15 pM)
as calculated as in Section 3.3. The mean recovery values of three

eparate determinations over 0.5 mL (50 mL reconstituted to 0.5 mL
n the preconcentration step and transferred to a drive syringe of
mL) of water samples containing 50 pM spiked asulam was 98.14%
ith a R.S.D. = 1.90%.

The proposed method was compared with others described in
iterature; in Table 3 are depicted the analytical specifications of
hese methods [29]. As can be seen detection limit of the method
escribed here is the best. Employing the compared techniques

n natural waters, low recoveries are obtained [30]. It is known
nd well established that colloidal matter, suspended solids and
issolved organic material as humic substance may significantly
ffected the asulam partition and adsorption process from liquid to
olid sorbent.

. Conclusions

The kinetic information offered by the first instance (0.2 s)
f the transient chemiluminescence signal from the system
RP–luminol–H2O2 when the pesticide asulam is present, allows
s to perform a very sensitive analytical method for the determina-
ion of asulam at trace levels, based on the inhibition of the initial
hemiluminescence of the base reaction. In addition to the high
ensitivity, few interferences affect the method because data acqui-
ition uses the initial steps of the chemiluminescent reaction and
voids side reaction from concomitant in the matrix having slower
inetic constants.
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a b s t r a c t

We used experimental design methodologies to obtain the response surface of the adsorption process for
three acid dyes used in the dyeing step of a tanning process. The dyes were Acid Red 97, Acid Orange 61
and Acid Brown 425. The adsorption process was evaluated determining the concentrations of individual
and total dyes remaining in solution at the end of the process. These concentrations were determined
simultaneously in a single step using sequential injection analysis with multivariate curve resolution
alternating least squares (SIA-MCR-ALS).
Keywords:
Experimental design
Response surface
Adsorption
S

This method involves fractional factorial designs and the steepest ascent method to find a zone of
efficient adsorption and a response surface-modeling step to fit the relevant adsorption factors for the
response.
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. Introduction

The tanning industry uses a wide spectrum of dyes to impart
particular color to the leather matrix. About 60–80% of the dyes

vailable are adsorbed onto the leather matrix and the unspent
yes are discharged in the wastewater, causing an environmental
nd economic problem.

There is considerable environmental interest in determining
yes because their biodegradability is poor and conventional
astewater treatment plants are not very efficient in removing

hem [1,2]. The discharge of dye-laden wastewater by the tanning
ndustries has been severely criticized by the public for aesthetic
easons. Attempts have been made to remove unspent dyes by
oagulation–flocculation [3], chemical oxidation [4–6], foam flota-
ion [7], electrolysis [8,9], adsorption [10–12] and by the use of

embranes [13]. Adsorption onto activated carbon has proven to
e one of the most effective and reliable physicochemical treatment
ethodologies [14–18].
In a previous paper, we described a method for simultane-

usly determining three acid dyes in wastewater samples from

he tanning industry [18] (Acid Red 97, Acid Orange 61 and Acid
rown 425). The ability of activated carbon to remove these acid
yes was also assessed [19]. From this last study, we could know
he behavior of these dyes versus some variables maintaining
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he rest of variables constant. For example, we could predict
he amount of dye adsorbed among the time, having the con-
entration of dyes and the amount of adsorbent fixed (kinetic
tudy) or we could know the relation between the amount of
ye adsorbed and the amount of dye in solution at equilib-
ium having the amount of adsorbent constant (thermodynamic
tudy).

The objective of the present paper was to study the adsorp-
ion process, considering simultaneous variations of the factors
hat could affect to it, and to build a mathematical model for the
ercentage of dyes remaining in solution as a function of vari-
bles involved to find the experimental conditions in which the
dsorption process was efficient. For finding efficient conditions in
xperimentation we used the design of experiments (DOE) [20,21]
trategy. DOE is very important because it takes less time, effort
nd resources than univariate procedures, and it provides large
uantities of information in a minimum number of experiments
22–26].

Our method uses fractional factorial designs and response sur-
ace methodologies to fit the relevant adsorption factors for the
ercentage of individual and total dyes remaining in solution. Dye
oncentrations were evaluated with a sequential injection analy-
is (SIA) system with a diode-array spectrophotometer and data

reatment with a second-order calibration method, multivariate
urve resolution with alternating least squares (MCR-ALS). The SIA-
CR-ALS based method permits quantification in the presence

f interferents. In this case, no interferents were present but no
impler approach could be used because the three dyes had an
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sequentially at the detector [18]. The matrix obtained was treated
with the second-order algorithm, MCR-ALS [27], available in Ref.
[28] which enables quantitative and qualitative information of the
analytes to be recovered.
Fig. 1. Schematic illustration of the SIA-MCR-ALS meth

V–visible overlapped signal and a univariate calibration would
how the existence of bias.

. Experimental

.1. Materials

Adsorbent: The commercial material activated carbon (CAC) was
supplied by J.T. Baker (Holland).
Adsorbates (analytes): Acid Red 97, Acid Orange 61 and Acid
Brown 425 were selected as the adsorbates that would be used
to investigate the adsorption selectivity of acid dyes. Dyes were
of analytical grade from Trumpler, S.A. and were used without
further purification.
Reagents: The sodium hydroxide used was of analytical/
laboratory grade, provided by PROLABO. We used purified water
from a Milli-Q water system from Millipore, USA.

.2. Adsorption process

The adsorption of dyes onto activated carbon was studied by the
mmersion method. The desired amount of carbon was immersed
n the solution of dyes for a certain amount of time, and the solution
as agitated at ambient temperature (25 ◦C). All the dye solution
as prepared with purified Milli-Q water.

The solution and solid phase were separated by filtration with
ylon syringe filters from Sharlau. A 5 mL aliquot of the supernatant
as removed and analyzed for dyes.

.3. Analytical method

.3.1. Instrument
The instrumentation used to determine the dyes consists of

sequential injection (SI) system. This system has the following
omponents: a syringe pump (CAVRO XL 3000 stepper motor-
riven) connected to a PC with an RS-232 interface; a 6-position
utomatic selection valve (Eurosas EPS 1306 BPB) connected to
he computer through a PCL-711S PC-Lab-Card; a 70 cm × 0.8 mm

mnifit PTFE tubing reaction coil; a 200 cm × 0.8 mm holding
oil; a diode-array spectrophotometer (HP8452A) with a Hellma
78.713QS flow-through cell controlled by an HP Vectra 5/75
omputer equipped with an HP-IB IEEE 488 interface for commu-
ications.
determining three acid dyes used in tanning samples.

.3.2. Analytical procedure
The analytical process is outlined in Fig. 1. It consisted in obtain-

ng a data matrix of absorbances recorded at different wavelengths
nd at different times when a reaction took place between sodium
ydroxide and the sample. The synthetic dyes are polyprotic species
o, with a pH gradient, the interdiffusion process of the sample and
eactants led to a gradual fall in pH, and acid/basic species arrived
Fig. 2. Scheme of the procedure used in the modeling process.
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Table 1
Experimental domain and responses of the first fractional factorial design

Experimental domain Dyes in solution (%)

Aa Bb Cc Dd Ee Acid Red Acid Brown Acid Orange Total

1 30 30 30 0.1 120 47.43 90.26 60.56 66.08
2 50 30 30 0.1 60 62.10 90.16 70.11 71.94
3 30 50 30 0.1 60 60.19 85.28 73.16 75.13
4 50 50 30 0.1 120 53.22 79.31 76.36 68.60
5 30 30 50 0.1 60 65.47 71.72 83.38 75.32
6 50 30 50 0.1 120 51.54 86.84 69.61 66.64
7 30 50 50 0.1 120 47.80 84.02 72.15 71.10
8 50 50 50 0.1 60 68.34 81.07 86.88 78.76
9 30 30 30 0.3 60 56.76 58.02 90.99 68.59

10 50 30 30 0.3 120 49.49 73.41 69.03 61.34
11 30 50 30 0.3 120 37.01 86.60 56.16 64.77
12 50 50 30 0.3 60 65.82 68.01 82.13 72.73
13 30 30 50 0.3 120 38.08 77.07 67.64 62.15
14 50 30 50 0.3 60 57.96 59.10 79.25 69.94
15 30 50 50 0.3 60 54.89 66.61 81.62 69.68
16 50 50 50 0.3 120 52.32 74.57 79.24 68.71

a Acid Red concentration (mg l−1).
b −1
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Acid Brown concentration (mg l ).
c Acid Orange concentration (mg l−1).
d Mass of carbon (g).
e Time of contact (min).

.4. Modeling process

Fig. 2 shows a scheme of the procedure followed in this paper.

.4.1. Definition of factors and responses
The following variables involved in the adsorption were stud-

ed: each initial dye concentration (i.e. of Acid Red 97, Acid Brown
25 and Acid Orange 61), mass of carbon, and contact time. Ini-
ial dyes concentrations were set as experimental design factors
lthough these values cannot be modified by the experimenter but
t was known that they influenced in the response (concentration
f dyes remaining in solution), so they should be included in the
odel.
Because the main objective of this paper was to establish the
onditions in which dyes can be efficiently adsorbed onto activated
arbon, the studied responses were the percentage of the relative
oncentration of each dye at the end of the process (ri), individual
esponse, and the percentage of the relative concentration of the
um of dyes (rt), total response, calculated as in Eqs. (1) and (2),

2
a
f
a
t

Fig. 3. Scheme used to establish and
espectively:

i = ci,f

ci,0
× 100 (1)

t =
∑

ci,f∑
ci,0

× 100 (2)

here ci,f is the concentration of dye after the adsorption process
nd ci,0 is the concentration of dye before the adsorption process.

.4.2. Screening process with a fractional factorial design
Fractional factorial designs are good alternatives to full factorial

esigns for reducing the number of experiments, especially in the
nitial stage of a project [29].

In this paper, we worked with a fractional factorial design

5−1. With this design and with the four-factor interaction
s the generator of the fifth-factor, the main effects are con-
ounded with four-factor interactions, and two-factor interactions
re confounded with three-factor interactions. Assuming that
he interactions between three or more factors are negligible,

validate the response surfaces.
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Table 2
Experimental points or experimental domain used in the optimization step

Step Method Factor Response (%)a

A/B/C D E Red Brown Orange Global

1 STM 40 0.43 180 31 80 58 56
2 STM 40 0.56 240 10 67 50 42
3 FFD 30–50b 0.46–0.66b 210–270b 14 64 49 42
4 STM 40 1 180 9.5 48 28 28.5
5 STM 40 1.4 180 8 40 25 24
6 FFD 30–50b 1.3–1.5b 150–210b 11 38 23 24
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model is checked again, even though the initial hypothesis should
be maintained and the obtained conclusions might be the same
as with a fractional factorial design. If the first-order model is not
validated, axial points are added.

Table 3
Analysis of the quadratic effects of the first-order model

SSpure quadratic SSresidual MSresidual F-value

Total 2.12 17.78 1.11 1.91
TM: steepest ascent method, FFD: fractional factorial design.
a Average response in designs (percentage of dyes in solution).
b Experimental domain.

he main effects and the two-factor interactions can be deter-
ined.
In this paper, the significance of estimated effects is studied

sing the ANOVA test [30]. The importance of the effects can be
isually studied with a Pareto chart, which shows important factors
n the response in the form of a graph.

.4.3. Application of the steepest ascent method [20]
When the initial estimate of the optimum operating conditions

s a long way from the actual optimum, the steepest ascent method
s a simple and economically efficient experimental procedure for
etting into the general vicinity of the optimum.

This method moves sequentially along the path of steepest
scent; that is, in the direction of the maximum increase in the
esponse. We assume that a first-order model is an adequate
pproximation to the true surface in the experimental domain.

The fitted first-order model is:

ˆ = ˆ̌ 0 +
k∑

i=1

ˆ̌
ixi (3)

here ˆ̌
i is the estimations of the effects of each factor, evaluated

n the screening step.
For each factor (xj), the step size (�xj) is affixed by the experi-

enter depending on the experiment and the step size for the rest
f the factors (�xi) is evaluated as in the following equation:

xi =
ˆ̌

i

ˆ̌
j/�xj

i = 1, 2, . . . , k; i /= j (4)

inally, coded variables have to be converted into natural variables.
Experiments are conducted until no further increase in response

s observed. Then a new first-order model can be fitted, a new
teepest ascent path determined, and the procedure continued.

.4.4. Establishing and validating the response surface
Once we know the experimental domain in which the response

alues are considered suitable, the experimental methodology for
btaining the response surface is established, following the scheme
n Fig. 3. The eventual objective of response surface methods is to
etermine the optimum operating conditions for the system or to
etermine a region in the factor space in which operating require-
ents are satisfied.
When a fractional factorial design is used we can fit a first-order

odel but we should be alert to the possibility that a second-order
odel may be more appropriate. Replicating certain points (e.g.
enter points) is suitable to determine the presence of a curvature
rom second-order effects and also enables an independent esti-

ate of error to be obtained. Validation consists of evaluating the
ure quadratic curvature sum of squares (SSpure quadratic) and apply-

ng an F-test to compare SSpure quadratic and SSresidual. If both values

A
A
A

D
F

ig. 4. Pareto chart from the fractional factorial design considering the % total dyes
n solution as response.

re comparable, there is no quadratic curvature. On the other hand
f they are not comparable, then quadratic curvature is present and

e will have to assume a second-order model.
The pure quadratic curvature sum of squares in the analysis of

ariance is computed as follows:

Spure quadratic = nFnC(ȳF − ȳC)2

nF + nC
(5)

here ȳF is the average of the runs at the factorial points of the
esign and ȳC is the average of the runs at the center point. nF and
c are the number of runs at the factorial design and at the center
oint, respectively.

To estimate the parameters of the quadratic terms, a central
omposite design is one option. Central composite designs contain
mbedded full factorial designs with center points that are aug-

ented with a group of axial (star) points that enable curvature to
e estimated [31]. In a central composite design, the experimen-
al domain can be carried out in a sequential way. In the first-step,
he full factorial design is completed and validation for a first-order
cid Red 33.61 30.87 1.93 17.42
cid Brown 17.52 35.98 2.25 7.79
cid Orange 14.18 131.37 8.21 1.73

egrees of freedom (residual) = 3, degrees of freedom (pure quadratic) = 1,
1,3,0.05 = 17.443.
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Table 4
External validation of the first-order model

Exp. no. A B C D E Experimental/predicted response

Total Acid Red Acid Brown Acid Orange

1 35 50 50 1.45 165 25.7/24.7 13.4/13.3 36.2/36.3 21.9/21.0
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45 35 35 1.35 195
35 45 45 1.35 165
35 45 35 1.5 195

. Results and discussion

The experimental domain of the first design is based on pre-
ious knowledge [19]. The experimental domain and the results
btained are shown in Table 1. The notation of the variables will be
aintained throughout the paper. The results revealed that approx-

mately 70% of dyes remain in the solution. Acid Red 97 is the most
dsorbed dye, with 54% of the dye being in solution, followed by
cid Orange 61 with 76% of the dye in solution and, finally, Acid
rown 425 with 80% of the dye in solution. These results agree with
hose obtained in previous papers [19].

From this first design, the individual and total responses show
hat all factors and interactions are significant. For the total
esponse, the most significant factor was the contact time, followed
y the mass of carbon.

Because the response of the initial design was a long way from
he real optimum, we used the steepest ascent method. The new
xperimental conditions (see Table 2, step 1) are determined by tak-
ng into account that the effect of the mass of carbon on the total
esponse is two-third of the effect of time. The initial dye concentra-
ions are maintained constant because it is the most common range
n wastewater tanning samples. We increased the highest level of
ime by 60 min and the highest level of mass of carbon by 0.13 g. The
esponse improved and a second experimental point was recon-
idered following the same criterion as in the first optimization
Table 2, step 2). The response was again better.

A new fractional factorial design (Table 2, step 3) was pro-
osed to determine whether the influence of the factors changed
iven that adsorption is not linear over time [19], and in this case,
pproach a suitable experimentation. The experimental domain of
his second design was established by considering that the exper-
mental points of the second optimization step were the central
oints of the domain. We worked with a fractional factorial design
hat was analogous to the previous one.

When we studied the effect of the factors, we noticed that the
ime factor was not important in most of the responses, so the
omain of this factor belonged to a flat zone in the kinetic adsorp-
ion. The most influential factor was the mass of carbon, followed by
he initial concentration of the red dye. It seemed that the mass of
arbon we were working with prevented the brown dye from com-
eting with the orange dye and the red dye from being adsorbed
nto the activated carbon.

Since our aim was to find a model that fitted the response to
he factors considered, we used again the steepest ascent method
nd modified its direction. The new experimental point is shown
n step 4 of Table 2. Contact time was fixed at the initial condi-
ions of the optimization process (step 1) and the mass of carbon
as increased so that response was better. In this way, response

mproved noticeably and the new experimental conditions were
oved in this direction (see Table 2, step 5). At this last experimen-
al point, response improved slightly, indicating that we were in a
table zone where the percentage of dyes in solution was 24% so
e decided to conclude the optimization process.

These values were considered to be suitable because a high per-
entage of dyes could be eliminated at reasonable cost (time and

t

a
b
w

21.7/22.7 9.1/8.3 38.1/39.8 21.5/25
25.6/27.1 13.6/12.7 34.9/39.0 22.6/27.5
20.6/20.6 11.8/12.1 28.2/30.4 15.2/16.4

ass of carbon). This is why the modeling strategy was initiated
round experiment 5 of Table 2, following the scheme in Fig. 3
Table 2, step 6).

Fig. 4 shows the Pareto chart obtained with the total concentra-
ion of dyes in solution as response. The vertical line corresponds
o the p-value above which the effects are important.

It can be seen that, with the exception of factor A (initial concen-
ration of red dye), all the factors were relevant. Some interactions
ere significant, but the only important one was the initial con-

entration of the orange dye with the mass of carbon. The initial
oncentration of the red dye was not important, which indicated
hat we worked in experimental conditions in which it was mainly
dsorbed.

We established a first-order model with the fractional factorial
esign for the total response (a), Acid Red 97 (b), Acid Brown 425
c) and Acid Orange 61(d):

(a) y = 23.4 + 1.8XB + 1.1XC − 3.2XD − 1.1XE − 0.3XAXB − 0.3XBXC
+ 0.3XBXE − 0.8XCXD − 0.3XCXE

b) y = 10.5 − 2.3XA + 1.2XB + 0.7XC − 0.4XAXC + 0.4XBXE − 0.5XCXD

(c) y = 37.7 + 3.6XA − 0.7XB + 2.1XC − 3.4XD − 1.4XE

d) y = 23.1 + 1.4XA + 1.4XB − 6.3XD − 1.9XE − 1.2XCXD

with responses expressed as a percentage of dyes remaining in
olution and the variables XA, XB, XC, XD, XE expressed as coded
alues (−1 the lowest level and +1 the highest level) of the last full
actorial design (see Table 2, step 6).

We validated this surface with the central points of the design
valuating SSpure quadratic and SSresidual, and calculated the corre-
ponding F-value. Table 3 shows the results of this validation
rocess. All the surfaces obtained are validated for a significance

evel of 5%.
We also selected four other points in the domain to do an exter-

al validation of the model. The experimental factors and responses
f each point are shown in Table 4. We applied a joint test of slope
f unity and intercept of zero to the regression fitted between the
xperimental and predicted responses. We determined that they
ere statistically comparable with the predicted values from the
odel with 5% significance and concluded that the linear model

ts the process studied.
Fig. 5 shows the fitted surface for the total response for 40 mg l−1

f each dye at different contact times and mass of carbon. The
ontour plot is also presented, which shows the different combi-
ations of contact time and mass of carbon for achieving the same
esponse.

In the experimental domain where the response surfaces were
tted, between 14.5 and 32.3% of total dyes were in solution,
etween 5 and 16% of Acid Red 97, between 26.5 and 48.9% of
cid Brown 425 and between 10.9 and 35.3% of Acid Orange
1, with the extremes of the domain being applied to all fac-

ors.

The obtained results could be attractive for the tanning industry
lthough their wastewaters might be treated in treatment plants
ut this process would reduce their cost because these waters
ould be cleaner.
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ig. 5. Response surface and contour plot of the total percentage of dyes in soluti
0 mg l−1 each dye.

Due to the simplicity of the adsorption process onto activated
arbon, the strategy used could be suitable for industries which
ave limited technologies in many cases.

. Conclusions

Our study of the adsorption of dyes onto activated carbon has
emonstrated something we know from a previous paper [19]:
dsorption process is competitive and the adsorption of the brown
ye was clearly influenced by the presence of the other two dyes.
he adsorption of the orange dye was less influenced by the red
ye and the adsorption of the red dye was similar whether it was
y itself in solution or in a mixture. In this paper where the three
yes are always present in the solution we could appreciate that
he dye that is mostly adsorbed (lower independent term in the
quations modeled) is the red dye, then the orange dye and finally
he brown dye.

We established a first-order response surface for the adsorption
f dyes onto activated carbon using the relative concentration of
yes at the end of the process. In the domain studied, 24% of the dyes
ere in solution, after the fractional factorial designs and the steep-

st ascent method had been applied. When the responses were
ndividual concentrations, the first-order model was also fitted.

Although the dyes studied compete with each other in the
dsorption process, conditions to obtain the best response were
ot opposite. Experimental conditions can depend on which dye we
re interested in removing, for visual or toxic reasons, by obtaining
esponse surfaces for the total and the individual responses.

The influence of the factors, whether they are principal effects or
nteractions between factors, is different in each model established.
verall, it is complicated to do physical interpretations about inter-
ctions between factors because we have to consider that the stud-
ed process is competitive and the equilibrium could or could not
e reached when measurements are done. Although, many inter-
ctions show that the effect of the principal factors is reinforced.

Modeling the adsorption of dyes by using the classical approach
f establishing kinetic equations or isotherms or by using empiri-
al models using methodologies of DOE provides complementary
nformation. In the first case, we obtain theoretical parameters in
xed conditions that allow you to predict the behavior of the dyes
t the same conditions. Models obtained by using DOE allow you
o predict the behavior of dyes when few parameters are modi-
ed simultaneously, whenever we are in the experimental domain
here we have applied and validated the model. We think that
efore optimizing and modeling the process varying several factors
t is worthy to know the behavior of the dyes at initial conditions
f reference in order to reduce the number of experiments.

This methodology can be used as a strategy to reduce the per-
entage of dyes in wastewater samples. However, the presence of

[
[

[

er the dyes have been adsorbed onto activated carbon. Experimental conditions:

ther species in the sample can affect the final function obtained,
specially if the affinity of these species is greater than those of
nterest. In this case, the method can be applied in the same way.
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a b s t r a c t

In recent years, gold nanoparticles and water-soluble fluorescent conjugated polymers are promising
materials in terms of their potential applications in a variety of fields, ranging from monitoring DNA
hybridization to demonstrate the interaction between proteins, or detecting diseased cell, metal ions
and small biomolecular. In order to exploit some new properties of the both, many attempts have been
devoted to achieve nanoparticle–polymer composite via incorporating metal nanoparticle into polymer
or vice versa, however, only few of them are put into practical application. In the present paper, we utilize
the “superquenching” property of AuNPs to polythiophene derivatives for detecting aspartic acid (Asp)
and glutamic acid (Glu) in pure water, and discuss the factors accounting for fluorescence quenching and
recovery via modulating pH. Thus an exceptionally simple, rapid and sensitive method for detecting Asp
Aspartic acid and glutamic acid

Fluorometry and Glu is established with a limit of detection (LOD) is 32 nM for Asp and 57 nM for Glu, the linear range
of determination for Asp is 7.5 × 10−8 M to 6 × 10−6 M and 9.0 × 10−8 M to 5 × 10−6 M for Glu. The system is
applied to real sample detection and the results are satisfying. Otherwise the composite is very sensitive
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. Introduction

For decade years, the application of gold nanoparticles (AuNPs)
nd water-soluble fluorescent conjugated polymers (conjugated
olyelectrolytes, CPEs) has gained great attention due to their
nique performance for use as highly sensitive chemical and
iosensors [1–10]. For AuNPs, several features make them excep-
ional appealing to many researchers. First, AuNPs possess high
xtinction coefficient in the visible region, the extraordinary optical
eatures make AuNPs an ideal color reporting group for signal-
ng molecular recognition events and render them to function as
fficient quenchers for most fluorophores [11–15]; secondarily, by
odification with thiol ligands, such as antibody, DNA/RNA, AuNPs

ould specifically recognize target biomolecular [16,17]; and thirdly,
he good conductivity of AuNPs also makes them be widely used
or electrochemical assay [18–20]. For example, Kim et al. used
he AuNPs–RNA–dye conjugates to detect a complementary single-

tranded DNA target through the fluorescence changes from the
onjugates [21]; by taking advantage of different agglomeration
tates of AuNPs can result in distinctive color changes. Chen et
l. [22] exploited AuNPs-based competitive colorimetric assay for

∗ Corresponding author. Tel.: +86 27 87162672; fax: +86 27 68754067.
E-mail address: zhkhe@whu.edu.cn (Z. He).
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pect it will be possible to use as pH sensor with wide range in the future.
© 2008 Elsevier B.V. All rights reserved.

etection of protein–protein interactions. On the other hand, CPEs,
haracterized by a backbone with a �-delocalized electronic struc-
ure and pendant groups bearing ionic functionalities, also have
een one of the best candidates as components in high performance
nd rapid response chemical and biological sensor applications
23–25]. The utility of these CPEs in biosensors comes from their
igh absorption coefficients (excellent “light harvesters”) together
ith high fluorescent quantum yields, furthermore, when appro-
riately modified, they can detect, transduce, and possibly amplify
hemical, biological and physical changes into measurable opti-
al or electrical signals [26]. In order to exploit the best use of
he both, several groups have focused their interests on incorpo-
ating metal nanoparticles into conducting polymers or vice verse
o obtain integrated functional multicomponent devices [27–30].
owever, these efforts are often restricted to study the struc-

ure of the composite, only few cases aim at practical application
31–33].

In this regard, we had for the first time utilized water-soluble
uorescent polythiophene derivative and AuNPs composite for
etecting aspartic acid (Asp) and glutamic acid (Glu). Polythio-
hene derivatives have received widespread attention in chemical

nd biological sensing field, one hand, they are easy modification
nd preparation, thiophene polymer can be obtained through oxi-
ation of the corresponding monomers by FeCl3 or other coupling
eagents [34]; on the other hand, the interactions between the
ide-chain (ligands) and different analytes (targets) can readily be
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concentration showed the highly efficient “superquenching” orig-
inated from the PT fluorophore–quencher pair, here the KSV was
1.29 × 1010 M−1 with the concentration ranging from 0 pM to 26 pM.

Because of the adsorption of citrate during the preparation,
AuNPs were typically negatively charged, did not quench the
cheme 1. The synthesis route of polythiophene derivate, (i) CH3OH, CH3ONa, CuBr,
HCl3, Bu4NCl/ion exchange.

etected from the changes in both side-chain and backbone con-
ormations without any tagging process [35]. Glu and Asp both
lay critical roles in maintaining natural functions of body, high-

evel Glu content in plasma will lead to acute ischemic stroke [36],
nd Glu is precursor for �-amino butyric acid, which is the main
nhibitory neurotransmitter in the central nervous system [37];

hile Asp can facilitate tricarboxylic acid cycle, potassium salt of
sp is used to cure heart, liver disease and diabetes [38,39]. The
eneral approach for determination of free amino acids is by liq-
id, gas chromatography or electrochemical strategies [40–43], but
hese chromatography methods have some drawbacks, such as the
engthy cleanup and derivatization steps, electrochemical methods
lso need complex treatment of electrodes.

. Experimental

.1. Materials and methods

Poly(1H-imidazolium-1-methyl-3-{2-[(4-methyl-3-thienyl)-
xy]ethyl})chloride (PT) was synthesized according to the
reviously published literatures [44,25] (Scheme 1). HAuCl4·3H2O
as purchased from Beijing Chemical Company. Trisodium citrate
ehydrate was from Sinopharm Company, China. 20 free amino
cids were obtained from Shanghai Sangon Biological Engineering
echnology & Services Co., Ltd. Sample Asp and Glu were from
uhan Hezhong Fine Chemical Factory (90 ± 2% according to the

abel). Tris(hydroxymethyl)aminomethane (Tris) was purchased
rom Sigma. Unless other specified, the rest reagents were of
nalytical grade and used without further purification. The water
sed was purified through a Water Pro Plus system (Labconco Co.,
SA).

.2. Preparation of gold nanoparticles (AuNPs)

All glassware used in the following preparations was thoroughly
leaned in a bath of fresh aqua regia (HNO3:HCl = 3:1), rinsed in
ure water prior to use. AuNPs were prepared by one-step citrate
eduction of HAuCl4 at ambient temperature following Grabar’s
ethod [45]. In short, 100 mL aqueous solution consisting of 1 mM
AuCl4 was brought to a vigorous boil with stirring in a round-
ottom flask fitted with a reflux condenser; 38.8 mM trisodium
itrate (10 mL) was then added rapidly to the solution. The solu-
ion was heated under reflux for another 15 min, during which
ime its color changed from pale yellow to deep red. The solution
as cooled to room temperature while being stirred continuously.
fter filtration and centrifugalization, the resulted solution was
tored at 0–4 ◦C for further use. The sizes of the nanoparticles were
erified by TEM (JEF2010, Japan) analysis with an average size of
3.8 ± 1.5 nm (about 60 particle samples) (Fig. 1). The particle con-
entration was 13.0 nM according to Beer’s law using an extinction
oefficient of 2.08 × 108 M−1 cm−1 at 517 nm.
.3. Standard and sample solutions

The stock solutions of each amino acid (0.2 mM) were prepared
n pure water and used by appropriate dilution of the stock solution.
(ii) toluene, NaHSO4, BrCH2CH2OH; (iii) CH3CN, 1-methylimidazole; and (iv) FeCl3,

ample solutions, which were equivalent to about 20 mg of Asp
nd Glu according to the label content of the tablet supplier, were
ransferred to 100-mL volumetric flasks, sonicated for 15 min and
tored for analysis.

.4. Instrumentation

UV–vis absorption was taken on a TU-1900 Spectrophotome-
er (Beijing Purkinje General Instrument Co., Ltd). Fluorescence

easurements were acquired in 3-mL quartz at room tempera-
ure using a LS-55 Luminescence Spectrometer (PerkinElmer, UK).
he pH of solution was measured using Sartorius PB-10 pH Meter
Sartorius, Germany). TEM measurements were made on a trans-

ission electron microscope operating at 200 kV. The sample for
EM was prepared by placing a drop of the colloidal solution on the
arbon-coated micro-grid and drying at room temperature.

. Results and discussion

In pure water, PT exhibited a strong emission with maximum
avelength at 514 nm (Fig. 3a), which had a perfect spectral over-

ap with the absorption of AuNPs, as a result, the fluorescence of
T could be quenched dramatically by AuNPs even at very low
oncentration via a highly efficient energy transfer between them
Fig. 3b). Linear Stern–Volmer plots thus provided a traditional and
onvenient means to determine KSV value, the KSV was related to
T efficiency via the relationship:

F0

F
= 1 + KSV [quencher] (1)

where F0 and F were PT fluorescent intensity in the absence
nd presence of quencher, respectively. A plot of F0/F vs quencher
Fig. 1. TEM image and corresponding particle size of AuNPs.
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ig. 2. Photographs of solutions (cPT = 5.0 × 10−5 M, on repeat units; cAu =
.3 × 10−9 M, cAsp = cGlu = 2 × 10−4 M) of (a) PT, (b) AuNPs, (c) PT + AuNPs, (d)
T + AuNPs + Asp, and (e) PT + AuNPs + Glu. (For interpretation of the references to
olor in the artwork, the reader is referred to the web version of the article.)

nionic-conjugated polymer, such as poly[lithium 5-methoxy-2-
4-sulfobutoxy)-1,4-phenylenevinylene], but could easily quench
he fluorescence of cationic charged PT. The quenching mech-
nism had been systematically investigated by Fan et al. [46],
hey ascribed the superquenching to the strong electrostatic
anoparticle–polymer complexation and the ability of gold
anoparticles to quench via efficient energy transfer. When wine-
ed AuNPs solution was added to yellow PT aqueous solution (Fig. 2a
nd b), the color of PT turned purple, meanwhile precipitation
ccurred due to the electrostatic adsorption of AuNPs to PT (Fig. 2c).
hen 20 free amino acids were added into the PT–AuNPs compos-

te separately, the precipitation disappears (Fig. 2d and e), but only
sp and Glu could recover the quenched fluorescence of PT (Fig. 3c
nd d), the rest 18 amino acids still did not disturb the fluorescence
f the system (Fig. 4). As we all know, Asp and Glu are acidic amino
cids, the pI of which is 2.77 and 3.22. Compared with other amino
cids, they can give out one more hydrion in aqueous solution, the
lectrolytic dissociation equilibrium was below (Eq. (2)), thus there
as a competitive electrostatic interaction between the positively

harged polymer and hydrion, hydrion was more prone to combine
ith AuNPs, whereas the PT was released to emit the fluorescence

Fig. 5):
(2)

ig. 3. Fluorescence spectra of (a) PT (cPT = 1.0 × 10−6 M, repeat units), (b)
T + AuNPs (cAuNPs = 2.6 × 10−11 M), (c) PT + AuNPs + Asp, (d)PT + AuNPs + Glu.
Asp = cGlu = 5.0 × 10−6 M. (For interpretation of the references to color in the
rtwork, the reader is referred to the web version of the article.).
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ig. 4. The fluorescence recovery upon the addition of 20 �-amino acids into
T–AuNPs composite, the concentration of above amino acids is 5.0 × 10−6 M. (For
nterpretation of the references to color in the artwork, the reader is referred to the

eb version of the article.)

To confirm the hypothesis, controlled experiments were carried
ut in HCl and tris(hydroxymethyl) aminomethane solution (Tris).
ne key motive for this study was to evaluate how the pH value
f different solutions affected the emission recovery. In pH 2.0 HCl
olution, the fluorescence intensity of PT was nearly the same as in
ure water. However, the addition of AuNPs could not quench the
uorescence of PT; also the addition of Asp, Glu and other 18 amino
cids only lead to slightly intensity perturbation, although each of
0 free amino acids bears different pI (Fig. 6), such behavior might
e the structure change of AuNPs in HCl solution, molar extinc-
ion coefficient of AuNPs was lower in HCl solution (pH 2.0) than
hat in pure water (Fig. 7). The same experiments were repeated in
.01 M Tris aqueous solution (pH 10.2), the PT fluorescence inten-
ity in Tris solution only equaled to about 30% that in pure water and
n HCl solution. Furthermore, the addition of AuNPs could quench
he intensity even lower, when 20 free amino acids were added,
here was not pronounced change in intensity (Fig. 8). Tris, a bio-
ogical base, can combine with H+ after it dissolves in water, then
he solution is alkaline, the extra OH− could quench the fluores-

ence of PT, but not so efficient as AuNPs. All these data indicated
hat pH of solution play a dominate role in the interaction between
uNPs and PT, when the solution was altered from neutral to acidic
r to alkaline, the pH of the solution either weaken or strengthen
he resonance energy transfer effect between the AuNPs and PT.

ig. 5. Schematic description of the interaction between PT, AuNPs, and H+. (For
nterpretation of the references to color in the artwork, the reader is referred to the

eb version of the article.)
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Fig. 6. The fluorescence intensity of AuNPs–PT composite upon the addition of 20 �-
amino acids in 0.01 M HCl (pH 2) solution, the concentration of above amino acids is
5.0 × 10−6 M. (For interpretation of the references to color in the artwork, the reader
is referred to the web version of the article.)

Fig. 7. The absorption spectra of AuNPs in (a) pure water and (b) HCl solution (pH 2).
cAuNPs = 2.6 × 10−11 M. (For interpretation of the references to color in the artwork,
the reader is referred to the web version of the article.)

Fig. 8. The fluorescence intensity of AuNPs–PT composite upon the addition of 20
�-amino acids in 0.01M Tris solution (pH 10.2), the concentration of above amino
acids is 5.0 × 10−6 M. (For interpretation of the references to color in the artwork,
the reader is referred to the web version of the article.)
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ig. 9. Linear plots of increased fluorescence intensity (F–F0, F0 is the fluorescent
ntensity of AuNPs–PT composite) vs the addition of Asp. Error bars represent the
tandard deviation of three measurements.

rom earlier studies we knew that at low pH or in pure water, the
ositively charged chains separated from each other to induce a
ore planar conformation of the polymer backbone, but high pH

pH > 10) would facilitate the aggregation of PT, which directed the
uenching of PT [47]. Thus the addition of 20 amino acids to PT
queous solution at pH > 10 could indeed perturb the fluorescence
f PT, it was still difficult to categorize them according to emission
ntensity (Fig. 8). Interestingly, in pure water, the same concen-
ration of Glu and Asp led to different recovered emission for the
ifferent pI (pIAsp = 2.77, pIGlu = 3.22), thus we could differentiate
sp from Glu in terms of the emission intensity, generally, and Asp

ntensity was stronger than that of Glu.

. The determination of Asp and Glu

.1. Optimization of the PT and AuNPs ratio
It should be noted that the proportion over the concentration
f PT and AuNPs was critical in the detecting system. Either low or
igh amounts of PT present in the solution were found to deterio-
ate the system’s sensitivity. For instance, when using much more
uNPs than needed to quench PT, the more Asp or Glu were used

ig. 10. Linear plots of increased fluorescence intensity (F − F0, F0 is the fluorescent
ntensity of AuNPs–PT composite) vs the addition of Glu. Error bars represent the
tandard deviation of three measurements.
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Table 1
Repeatability of the proposed method (n = 5)

Sample Asp Glu

Added (�g mL−1) FI Found (�g mL−1) Added (�g mL−1) FI Found (�g mL−1)

X̄ ± S.E. 0.50 ± 0 63.1 ± 2.03 0.493 ± 0.11 0.5 ± 0 46.4 ± 3.05 0.491 ± 0.12
S.D. 0 2.30 2.71 0 2.43 2.67
R.S.D. (%) 0 0.41 0.54 0 0.47 0.57

X̄ ± S.E.: mean ± standard error; S.D.: standard deviation; R.S.D.%: relative standard deviation.

Table 2
Recovery test for Asp (n = 3)

Sample Originala (�g mL−1) Addedb (�g mL−1) Found (�g mL−1) Mean recovery (%) R.S.D. (%)

Asp 0.30 0.10 0.39 ± 0.02 98.5 0.51
0.30 0.20 0.49 ± 0.01 99.8 0.48
0.30 0.30 0.60 ± 0.02 102.4 0.43

a Original: standard solution.
b Added: sample solution.

Table 3
Recovery test for Glu (n = 3)

Sample Originala (�g mL−1) Addedb (�g mL−1) Found (�g mL−1) Mean recovery (%) R.S.D. (%)

Glu 0.30 0.10 0.38 ± 0.02 97.6 0.52
0.30 0.20 0.49 ± 0.01 98.5 0.50
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a Original: standard solution.
b Added: sample solution.

o recover the emission and the perturbations from other amino
cids would also be shielded; less AuNPs led to higher background
ignal due to the strong emission from free fluorophores, which
ffected the sensitivity of Asp and Glu detection, thus further LOD
alue was influenced. A serial of experiments with varied AuNPs/PT
atios had been carried out to ensure the right proportion. By mea-
uring quenching efficiency, the optimized concentration of PT was
× 10−6 M, corresponding to 2.6 × 10−11 M AuNPs, all the presented
ata were acquired under optimized conditions. As expected, the

ncrease of fluorescence from AuNPs–PT composite could quan-
itatively reflect the amounts of Asp or Glu added, as shown in
igs. 9 and 10, by monitoring the fluorescence intensity at 514 nm, a
ood linear relationship was obtained in the range of 7.5 × 10−8 M
o 6 × 10−6 M for Asp and 9.0 × 10−8 M to 5 × 10−6 M for Glu. The
imit of detection at an S/N ratio of 3 for Asp was 32 nM and Glu
as 57 nM.

.2. Reproducibility

In order to measure the reproducibility of the system, five same
tandard solutions containing 0.5 �g mL−1 Asp and Glu were added
o polymer–AuNPs composite, the result was evaluated by con-
idering fluorescent intensity, the added and found concentration,
he precision values with their R.S.D. were shown in Table 1. The
mount of Asp was found to be 0.493 ± 0.11 �g mL−1 with its R.S.D.
f 0.54% and Glu 0.491 ± 0.12 �g mL−1 with its R.S.D. of 0.57%. These
alues implied that the proposed method possessed the high repro-
ucibility for Asp and Glu analysis.

.3. Recovery test for real samples
The system was applied to detect real samples from a fine chem-
cal factory; samples were treated as described in the procedure
or sample preparation. Recovery studies of the method were con-
ucted by adding the different concentrations of three standard Asp
nd Glu solution and each solution was repeated for three times.

R

0.61 ± 0.01 102.1 0.45

he acceptable recovery was set as between 95% and 105%, the
ean recovery was between 98.5–102.4% for Asp and 97.6–102.1%

or Glu, and R.S.D. was between 0.43–0.51% for Asp and 0.45–0.52%
or Glu. The obtained results in Tables 2 and 3 were in good agree-

ent with the label claim for Asp and Glu content.

. Conclusion

In summary, here we have developed an exceptionally simple,
apid and sensitive method for detection of Asp and Glu without any
omplicated protocols or laborious modification. AuNPs can effi-
iently quench the fluorescence of PT, KSV is high to 1.29 × 1010 M−1,
he quenching and recovery mechanism are ascribed to the electro-
tatic interactions and energy transfer between PT and AuNPs. Upon
ddition of Asp or Glu, two acidic amino acids, which could offer
ne more hydrion to combine with AuNPs via competition, thus the
uorescence of PT recovered, the recovered emission intensity is
roportion to the concentration of two amino acids, whereas a new
omogeneous assay measurement for Asp and Glu is established
ith a LOD as low as 32 nM and 57 nM respectively. Since AuNPs

nd PT composite are very sensitive to the environment pH change,
t is expected for further use as high performance pH sensors or
etection of other chemically/biologically important analytes.
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a b s t r a c t

We propose a novel evanescent wave scattering imaging method using an objective-type total internal
reflection system to image and track single gold nanoparticles (GNPs) in solution. In this imaging system,
only a millimeter-scale hole is employed to efficiently separate GNPs scattering light from the background
reflected beam. The detailed experimental realization of the imaging system was discussed, and the effect
of the hole size on imaging was investigated. We observed that the hole diameters from 2.5 to 4 mm
are suitable to perform the scattering imaging by adjusting the incidence angle. The technology was
successfully applied to track single gold nanoparticles in solution and on live cell membrane via the
anti-epidermal growth factor receptor antibody. Compared to total internal fluorescence microscopy, the
resonance light scattering detection has no photobleaching or blinking inherent to fluorescent dyes and
quantum dots. Compared to conventional dark-field microscopy, the evanescent wave illumination can
Cell membrane be conveniently applied to study membrane dynamics in living cells. Additionally, the objective-based
configuration provides a free space above the coverslip, and allows imaging and concomitant manipulation
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. Introduction

Many cellular processes, such as signal transduction and
embrane trafficking, are closely correlated with the motion

f transmembrane and membrane-associated molecules at the
lasma membrane of live cells. Tracking single molecules at the
lasma membrane is becoming most useful for studying the
patial–temporal control of membrane molecular processes. These
tudies afford the advantage viewing individual characteristics of

membrane molecule that may be washed out in the ensem-
le averaging that is inherent in bulk studies. Total internal
eflection fluorescence microscopy (TIRFM) uses an electromag-
etic field called the “evanescent field” (or “evanescent wave”) to
xcite the fluorophores within several hundred nanometers from
he interface and is most suitable for surface/membrane stud-
es [1]. Compared to differential interference contrast, confocal

icroscopy, theta microscopy, or multi-photon microscopy [2–6],

his method provides a significant improvement to visualize the
ynamic behavior and reaction kinetics of individual molecules
ear the plasma membrane without interference of signals from
ther parts of the cell. Due to the stochastic nature of single par-

∗ Corresponding author. Tel.: +86 21 54746001; fax: +86 21 54741297.
E-mail address: jicunren@sjtu.edu.cn (J. Ren).
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njection, patch-clamping, AFM and other techniques.
© 2008 Elsevier B.V. All rights reserved.

icle/molecule behavior, TIRFM provides another advantage over
aser scanning technique that enables statistics over several hun-
red luminescent spots to be taken in a single measurement as well
s faster tracking since TIRFM images are captured frame by frame
ith charge-coupled device (CCD) cameras.

Traditionally, fluorescence detection methods employ organic
uorescent dyes as optical probes [7–9]. However, fluorescent
yes suffer from rapid photobleaching, and cannot fluoresce
ontinuously for extended periods of time when used in single-
olecule detection. Recently, fluorescent semiconductor quantum

ots (QDs) have also been introduced as optical probes [10,11]. QDs
ossess unique optical properties, such as good photostability, high
rightness, narrow but tunable emission spectra, and a broad spec-
ral excitation cross-section. These properties make them valuable
ools for biological imaging [12–14]. Unfortunately, QDs are subject
o strong blinking [15], which would result in missing segments
n the particle trajectory. In addition, potential human toxicity and
ytotoxicity of the semiconductor materials make QDs unsuitable
or in vivo applications [16,17]. Another promising alternative opti-
al label are gold nanoparticles (GNPs). Compared to fluorescent
yes and QDs, GNPs have unique optical properties such as absence

f blinking and photobleaching. Additionally, GNPs show strong
ight scattering at the plasmon resonance wavelength owing to
he collective oscillation of the conduction electrons. For example,
he light scattering intensity of a 60-nm, gold particle is equivalent
o about 5 × 105 fluorescein molecules [18,19]. Moreover, they are
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eadily synthesized with controlled diameters, relatively inert, and
asily attached to other moieties [20–27]. So far, although the light
cattering intensity of GNPs is so strong, the separation of scattering
ight signal from the background reflection signal represents a great
hallenge in the detection system. Conventionally, the tracking of
ingle gold particles was achieved using video-enhanced differ-
ntial interference contrast (DIC) microscopy [28–32], dark-field
icroscopy [33], and lately using laser scanning [34,35]. For the ele-

ant evanescent field illumination, although it was reported that a
rism-based TIR system was constructed to image single wide gold

slands with diameters ranging from 68 to 260 nm that were pre-
ared by electron-beam lithography [36], the long exposure time
nd use of white light source would make this system rather limited
or single particle tracking. Additionally, due to its optical config-
ration restriction, the prism-based TIR system is inconveniently
sed in cell imaging. Here, we propose a novel evanescent wave
cattering imaging method using a hole-based objective-type total

nternal reflection system to rapidly image and track single gold
anoparticles in solution and on cell membrane. In this imaging
ystem, only a millimeter-scale hole is employed to efficiently sep-
rate GNPs scattering light from the background reflected beam.
urthermore, this technology was successfully used to rapidly track

A
p
g
w
(

ig. 1. (a) Schematic diagram of the hole-based objective-type total internal reflection sy
ith a 3-mm hole under the system. Exposure time: 50 ms. (c) The experimental trajecto
(2008) 166–171 167

ingle gold nanoparticles near or on live HeLa cell membrane based
n interaction of epidermal growth factor receptor (EGFR) and EGFR
ntibody (anti-EGFR). Our results demonstrated that the novel
maging method is a promising tool to study membrane dynamics
n living cells.

. Experimental

.1. Preparation of gold nanoparticles

GNPs were synthesized by using a reported method with a minor
odification [20]. In brief, aqueous solution of HAuCl4 (0.01%,
/w) and sodium citrate (1%, w/w) were prepared. A solution of
AuCl4 (100 ml) was heated to boiling, and a given volume of

odium citrate solution (volume depended on the requirement
ize of GNPs) was added rapidly to the boiling solution. Heating
as continued 30 min after the solution color remains unchanged.

fter cooling to room temperature, the GNP stock solution was
laced in a refrigerator for further use. Representative TEM micro-
raph of GNPs is shown in Fig. S-1. All solutions were prepared
ith ultra-pure water (18.2 M�) purified on Millipore Simplicity

Millipore, USA). To prepare anti-EGFR (anti-epidermal growth

stem. (b) Evanescent wave scattering images of 40-nm GNPs in 50% (v/v) glycerin
ries of GNPs near the interface shown in (b).



1 nta 77

f
2
B
i
a
t
m
w
T
7

2

M
s
3
i
o
A
r
a
m

2

O
J
a
m
e
s
d
S

o
s
m
c
T
6
t
n
t
o
f
s
I
a
o
t
f

M

w
a
(

3

3

F
a

68 H. He, J. Ren / Tala

actor receptor)/GNPs conjugates, colloidal GNPs were diluted in
0 mM HEPES buffer (pH 7.4), and anti-EGFR antibodies (1 mg ml−1,
eijing CellChip Biotechnology Co. Ltd., China) were reconstituted

n the same buffer at 0.1 mg ml−1. Then the solutions were mixed
t a 1:1 volume ratio and allowed to interact for 20 min at room
emperature. Polyethyleneglycol (MW 20,000) was added to the

ixture up to a final concentration of 0.5 mg ml−1, and the solution
as centrifuged at 2000 rpm for 2 h to wash unbound antibodies.

hen the anti-EGFR/GNPs pellet was redispersed in PBS buffer (pH
.4) and stored at 4 ◦C.

.2. Cell culture

Cervical cancer HeLa cells were cultured with high Dulbecco’s
odified Eagle’s medium supplemented with 10% fetal bovine

erum (Hyclone) in a humidified incubator (MCO-15AC, Sanyo) at
7 ◦C in which the CO2 level was kept constant at 5%. In our exper-
ments, a 1-ml solution with approximately 8000 cells was seeded
nto the coverslip, and then grown for 24 h at 37 ◦C under 5% CO2.
fter washing three times with PBS, the cells on the coverslips were
eplaced in PBS buffer (pH 7.4). The anti-EGFR/GNPs (∼0.3 nM) were
dded to the medium for single particle tracking experiments. All
easurements were performed at room temperature.

.3. Imaging setup

Imaging of GNPs was accomplished on a custom modified
lympus IX 71 inverted microscopy (Olympus Optical Co., Tokyo,

apan). The excitation was performed by a Nd:YVO4 laser oper-
ting at 532 nm and the laser power monitored in front of the

icroscopy objective (PlanApo N 60×/1.45 oil, Olympus) under

pi-illumination was measured to be 5 mW. The mode could be
witched between TIR and epi-illumination by adjusting the inci-
ence angle through a laser incidence angle adjustment knob.
cattering light from the sample was collected by the same

i
l
a
w
m

ig. 2. Evanescent wave scattering images of GNPs over the entire CCD field of view in air. (
ngle of 63◦; (c) before and (d) after reducing the field diaphragm opening diameter with
(2008) 166–171

bjective, transmitted by suitable dichroic mirror (570 nm), and
eparated from the excitation light by a self-made hole with
illimeter-scale diameter, and then focused into a cooled-CCD

amera with a frame transfer device (Cascade 650, Photometrics,
ucson, AZ). The frame-transfer device has an imaging array of
53 × 492 with 7.4 × 7.4 �m2/pixel. Since the image can be quickly
ransferred from the sensor area to the frame transfer area, there is
o need for a mechanical shutter. When operated in overlap mode,
he camera is extremely useful in applications requiring continu-
us imaging (100% duty cycle) and can capture all the light emitted
rom the specimen. Image acquisition, particle tracking and analy-
is were carried out by using the MetaMorph software (Universal
maging, Downingtown, PA, USA). Images were smoothed by aver-
ging each pixel with its eight nearest neighbors, and the location
f each particle was taken to be at the intensity centroid. For each
rajectory, the mean squared displacement MSD (t) as computed
rom the formula

SD (t) = 1
L − n

L−n−1∑
s=0

(r(s + n) − r(s))2

here n = t/�t, L is the length of the trajectory (number of frames),
nd r(s) is the two-dimensional position of the particle in frame s
s = 0 corresponds to the start of the trajectory) [37,38].

. Results and discussion

.1. The hole-based total internal reflection imaging system

Fig. 1a illustrates the schematic diagram of the hole-based total

nternal reflection system. TIR production and scattering light col-
ection are performed by the same objective with a high numerical
perture. Under the objective-based configuration, similar to the
idely used objective-type total internal reflection fluorescence
icroscopy, the fluorescence detection could be easily realized by

a) Without a hole and (b) with a 3-mm hole under TIR illumination at the incidence
a 3-mm hole at the incidence angle of 41.3◦ . Exposure time: 5 ms.
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mploying a set of filters to separate fluorescent light from the
eflected incident light due to the wavelength change they involve
Stocke’s shift). For scattering particles, however, the presence of
he reflected incident light would make scattering signal impossi-
le to be detected since the scattering light of a particle illuminated
y monochromatic light (laser) has the same wavelength as the
ncident light. In our system, the laser beam is focused into the
ack focal plane (BFP) of the objective, and collimated to strike the
lass-solution interface. When focused at the center position, the
aser beam has an incidence angle of 0◦. Except that most part of
he laser beam is transmitting through the interface, another part
ill reflect back into the objective at the same angle. By adjust-

ng the incidence angle, the path of the reflected beam is shifted
rom the center to the edge of the objective. In this case, a hole
ith millimeter-scale diameter is employed to efficiently separate
article scattering light from the reflected beam under total inter-
al reflection or epi-illumination as shown in Fig. 1a. Fig. 1b shows
he evanescent wave scattering images of 40 nm GNPs in 50% (v/v)
lycerin with a 3-mm hole. Experimentally, Brownian motion of
ingle gold particles was easily observed, and the corresponding

ideo can be seen in the supplementary data (Video S-1). Here,
he hole diameter and incidence angle play a decisive role on the
xperimental realization of scattering imaging system. Fig. 2a and
shows the scattering images of GNPs over the entire CCD field of

iew in air without holes and with a 3-mm hole, respectively. The

i
a
d
a
i

ig. 3. Scattering images of GNPs in 50% (v/v) glycerin with a 3-mm hole. (a) Epi-illuminati
t the incidence angle of ∼68◦; (c) TIR illumination at the incidence angle of ∼71◦ . Note
epth at large incidence angle and Brownian motion of particles (see Supplementary data
olution. Exposure time: 50 ms.
(2008) 166–171 169

cattering images of GNPs with different diameter holes are shown
n the supplementary data. Clearly, in the absence of holes or at
he incidence angle of 0◦, the reflected beam is projected directly
nto the detector after passing through the dichroic mirror, and
articles scattering signal would be totally flooded. The smaller the
ole diameter and the higher the incidence angle, the less reflected

ncident light is projected onto the detector. Nevertheless, with the
eduction of the hole diameter, the more scattering signal would
lso be rejected by the hole, and even the spatial resolution started
o decrease when the hole diameter was reduced down to 2 mm
see Fig. S-2 in the supplementary data). In our experimental sys-
em, depending on the objective with a numerical aperture (NA) of
.45, the incidence angle can be adjusted over a range of 0–73◦, and a
ole with diameter from 2.5 to 4 mm is suitable to perform the scat-
ering imaging by adjusting the incidence angle. With a 3-mm hole,
he reflected laser beam would be mostly rejected at the incidence
ngle of ∼59◦. It is importantly noted that at the cost of the smaller
eld of view, the appropriate reduction of the field diaphragm
pening diameter also helps to separate more effectively particle
cattering light from the reflected beam, and moreover, the scatter-

ng signal can be detected at the lower incidence angle. For example,
s shown in Fig. 2c, the particle scattering signal was almost flooded
ue to the strong disturbance of reflected beam at the incidence
ngle of 41.3◦ under the system with a 3-mm hole. When reduc-
ng the field diaphragm opening diameter, the particle signal was

on at the incidence angle of ∼61◦ , where the critical angle is 67◦; (b) TIR illumination
that smaller amount of GNPs were observed in (c) due to the thinner excitation

Video S-1); (d) typical MSD–�t plots from each trajectory for GNPs in 50% glycerin
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bserved immediately (Fig. 2d). Therefore, experimentally, we can
btain high signal-to-noise ratio scattering images by optimizing
ole diameter, incidence angle and field diaphragm opening diam-
ter. In subsequent experiments, if not mentioned, the 3-mm hole
nd 40-nm gold nanoparticles will always be employed.

.2. Evanescent wave scattering tracking of single gold
anoparticles in solution

To perform evanescent wave scattering imaging of GNPs,
he incidence angle must be adjusted above the critical angles
here total internal reflection only occur. For the glass–air and

lass–water interface, the critical angles are 41.3◦ and 61.3◦, respec-
ively. As mentioned above, the lower limit of the incidence angle
s ∼59◦ for obtaining particle scattering images over the entire
CD field of view with a 3-mm hole. Thus, the hole-based total

nternal reflection system is quite suitable for evanescent wave
cattering detection in solution due to the larger critical angle,
nd moreover, can be used to detect gold particles in solution
nder epi-illumination at the incidence angle over a range of
9–61.3◦. Surprisingly, particle scattering images in solution under
pi-illumination would have higher signal-to-noise ratios than
nes in air over this incidence angle range where total internal
eflection has occurred because total internal reflected beam causes
reater disturbance than the reflected beam below the critical

ngle. Fig. 3 shows the scattering images of single GNPs in 50%
v/v) glycerin under epi- and TIR-illumination, respectively. The
ideos are shown in the supplementary data (Video S-1). As can be
een, the penetration depth of evanescent field is well controlled by
hanging the incidence angle. Furthermore, base on the strong res-

r
t
i
t
W

ig. 4. (a) Typical bright field microscope image of HeLa cell; (b) evanescent wave scatt
vanescent wave scattering images on the basal plasma membrane of the cell after 1 and
xposure time: 50 ms.
(2008) 166–171

nance scattering, gold nanoparticles can be sensitively detected
y our system. Generally, only 5 ms (or even less) exposure time is
equired for 40-nm gold particles. Thus, single gold particle track-
ng in solution is easily performed. For 15 �m × 15 �m images, the
rame rate is up to 100 frames per second, which depends on the
eadout rate of CCD camera. As a key advantage over laser scan-
ing, we can track simultaneously all GNPs in the field of view, and
ecord their corresponding trajectories by computationally extract-
ng particle positions in the stream images as presented in Fig. 1c.
ere, we only tracked GNPs near the interface that was considered

o undergo two-dimensional Brownian diffusion motion. Fig. 3d
hows the mean square displacement (MSD)–time plot from each
rajectory for GNPs in 50% glycerin solution shown in Fig. 1c. The
orresponding diffusion coefficient value can be obtained by fit-
ing the linear curve following the procedure described preciously
29]. For 40-nm gold particles in 50% and 25% glycerin solution, the
iffusion coefficients are (5.73 ± 2.71) × 10−9 cm2 s−1 (n = 20) and
5.18 ± 3.31) × 10−8 cm2 s−1 (n = 20), respectively.

.3. Single gold particle tracking on live cell membrane

A particularly promising application of our imaging method is in
ingle gold particle tracking on live cell membrane, a unique advan-
age for evanescent wave microscopy. Fig. 4b shows the evanescent
ave scattering image of live cell by our hole-based total internal
eflection system. Because of the limited excitation depth of TIR,
he cell scattered very weak light, and only the structures in the
mmediate proximity of the basal membrane were observed. Also,
his thin optical section reduces greatly photodamage to living cells.

hen anti-EGFR/GNPs were added to live HeLa cells on the cover-

ering images on the basal plasma membrane of the cell shown in (a); (c) and (d):
25 min for addition of anti-EGFR/GNPs, respectively. Laser incidence angle: ∼72◦ .
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ig. 5. Typical MSD–�t plots from the trajectories for the diffusing GNPs (©), and
he stationary GNPs (�) on the basal plasma membrane. Inset: the corresponding
rajectory of single diffusing GNPs on the basal plasma membrane.

lip on the microscope stage, they first underwent rapid Brownian
otion in solution, and then some of them bound immediately to

he cell periphery as shown in Fig. 4c. After 5 min, GNPs in solu-
ion started to drift into some narrow space between the bottom
urface of the cell and the coverslip (Video S-2a). Fig. 4d shows the
vanescent wave scattering image of cells after 25 min of addition
f anti-EGFR/GNPs. In experiments, once bound to the basal mem-
rane of cell, GNPs were either stationary or exhibited a random
iffusion behavior, and then some of them struggled to leave the cell
urface (Video S-2b). We performed a continuous tracking of these
egions on the cell surface, and observed that some positions were
isited and “kissed” more than once by gold nanoparticles (shown
n Fig. S-3), suggesting that these were likely specific receptor sites,
ecause HeLa cancer cells are derived from a human epithelial car-
inoma, and it has been reported that they exhibit significantly
levated EGFR expression [39,40]. Fig. 5 shows MSD–�t plots of sin-
le gold nanoparticles on the cell surface. The diffusion coefficient
s (13.7 ± 14.6) × 10−11 cm2 s−1 (n = 20). For the stationary particles,
hey also show a diffusion-like motion but with a much smaller
iffusion coefficient of (7.64 ± 3.12) × 10−12 cm2 s−1 (n = 20). These
re in agreement with the previous results in the literatures [29].

. Conclusions

In conclusion, we propose a novel evanescent wave scattering
maging method using a hole-based objective-type total internal
eflection system to rapidly image and track single gold nanoparti-
les in solution and on cell membrane; we discussed the detailed
xperimental realization of the imaging system. The experimental
esults demonstrate that the hole-based total internal reflection
ystem is quite suitable for evanescent wave scattering detec-
ion in solution, especially for single gold particle tracking on live
ell membrane. Compared to fluorescent dyes or quantum dots,
old nanoparticles have no photobleaching and no blinking, and
he evanescent wave scattering imaging methods based on gold

anoparticles will become a very useful tool to study membrane
ynamics in living cells. Furthermore, our imaging method can be
imply realized using the commercial objective-type total internal
eflection fluorescence microscopy by only replacing the emission
lters with a suitable small hole. The objective-based configuration

[
[

[

(2008) 166–171 171

rovides a free space above the coverslip, and allows imaging and
oncomitant manipulation of live cells in culture by microinjection,
atch-clamping, AFM and other techniques.
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a b s t r a c t

The retention behavior of 28 synthesized 9,10-anthraquinone derivatives in a reversed-phase (RP)
high performance liquid chromatography (HPLC) system has been studied on a C18-RP column using
acetonitrile–water mixtures as mobile phase. The influences of the composition of mobile phase and
the solute structure on the retention times of 9,10-anthraquinone derivatives were investigated by lin-
ear solvation free energy relationship (LSFER) and quantitative structure-retention relationship (QSRR)
analyses. Among different solvatochromic parameters of solvent systems, their polarity/polarizability
parameter (�*) was identified as the controlling factor affecting retention behavior of these compounds.
A four-parametric QSRR model was obtained between solute structures and retention indices. Finally,
a unified model containing both the molecular structure parameters and mobile phase properties was
developed to describe the chromatographic behavior of the systems studied. The resulted QSRR mod-
els could explain and predict higher than 90% of variances in the retention indices. Among the solvent
properties, polarity/polarizability parameter (�*), and among the solute properties, HATS5v (leverage-
weighted autocorrelation of lag 5/weighted by atomic van der Waals volumes, GETAWAY descriptors),
Mor14p (3D-MoRSE-signal 14/weighted by atomic polarizabilities, 3D-MoRSE descriptors), GATS5p (Geary

autocorrelation-lag 5/weighted by atomic polarizabilities, 2D autocorrelations) and R6u+(R maximal
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RP-HPLC behavior of 9,10-

. Introduction

9,10-Anthraquinone derivatives, as the largest group of nat-
rally occurring quinines, have been widely used in chemistry,
iochemistry, medicine and industry [1–3]. They are best known for
heir antioxidant activity [4], anti-tumor promotion, Epstein–Barr
irus activation [5], and anti-human cytomegalovirus activity [6].
n addition, 9,10-anthraquinone (9,10-AQ) is the parent compound
or a large palette of anthraquinone which are widely used in
he textile dye industries [7,8]. Recently, high performance liquid
hromatographic (HPLC) methods were used as analytical tools for
etermination of quinones using UV [9,10], fluorescence [11], elec-

rochemical [12], and chemiluminescence (CL) detection systems
13,14].

However, the HPLC separations are still being developed in a
onsystematic manner, often by trial-and-error, which involves

∗ Corresponding author. Tel.: +98 711 6137351; fax: +98 711 2286008.
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hted, GETAWAY descriptors) were identified as controlling factors in the
aquinone derivatives in actonitrile–water binary solvents.

© 2008 Elsevier B.V. All rights reserved.

everal disadvantages. The most distinct disadvantage is the long
evelopment time required to select experimental conditions
hich are not necessarily the optimum conditions. In order to

vercome this problem, investigation and developments of mathe-
atical models that are able to predict chromatographic retention

ata from chemical structures’ data have received an increasing
nterest [15,16]. The quantitative structure-property relationships
QSPR) or quantitative structure-retention relationships (QSRR)
elp chemists to find the type of solute–solvent interactions in
hromatography and also to predict the retention behavior of new
r even unsynthesized molecules [17]. Nowadays QSPR/QSRR stud-
es are in rapid progress and have been widely used by chemists
or the prediction of different chemical and physical properties of
ifferent types of molecules [18,19]. Enormous numbers of pub-

ications are concerned with modeling QSRR in chromatography

20–23].

In recent years, we have been involved in the synthesis of
ome new derivatives of 9,10-anthraquinone and 9-anthrone [24],
nd have conducted widespread studies on their properties and
pplications, including pKa determination [25,26], solubility deter-
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Table 1
Structural features of the AQ derivatives used in this study

ID R1 R2 R4 R8

AQ1 H H H H
AQ2 H CH3 H H
AQ3 H C2H5 H H
AQ4 OH H H H
AQ5 OH CH3 H H
AQ6 OH CH2I H H
AQ7 OH CH2OCH3 H H
AQ8 OH CH2OC2H5 H H
AQ9 OH CH2OC3H7 H H
AQ10 OH CH2OC4H9 H H
AQ11 OH CH2OCH2CH(CH3)2 H H
AQ12 OH CH2OCOCH3 H H
AQ13 OH CH2CHCH2 H OH
AQ14 OH H H OCH2CHCH2

AQ15 OCH2CHCH2 H H OCH2CHCH2

AQ16 OCH2CHCH2 H H H
AQ17 OCH2CHCH2 H OCH2CHCH2 H
AQ18 OH H OH H
AQ19 OCH3 CH2Br H H
AQ20 OCH3 CH2OCH3 H H
AQ21 I H H H
AQ22 I CH3 H H
AQ23 I C2H5 H H
AQ24 N3 CH3 H H
AQ25 N3 C2H5 H H
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A
A
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ination in supercritical CO2 [27,28], electrochemical behavior
29–32], spectrofluorometric studies [33,34] and their use as selec-
ive ion carriers in solid phase extraction [35,36], bulk liquid

embrane transport [37] and in preparation of ion selective elec-
rodes [38-40]. We have also employed QSPR and target factor
nalyses to find the effects of different structural properties of 1-
ydroxy-9,10-anthraquinones on their acidity behavior [41,42] and
lectrochemical properties [43].

In this work, an experimental study was conducted in order to
nvestigate those solvent properties and solute structure param-
ters affecting the retention behavior of 28 newly synthesized
,10-anthraquinone derivatives. In order to predict solute reten-
ion from solvent composition, it will be very important to know
he effects of mobile phase compositions of binary solvents on the
hromatographic behavior. This has been extensively studied by the
amlet–Taft solvatochromic comparison method [44,45]. Finally,

he effect of the structural properties of the molecules on their
etention times was investigated by the QSRR analysis. Multiple
inear regression was used to find the quantitative relationships
etween the calculated descriptors and the retention behavior.

. Experimental

.1. Chemicals

HPLC grade acetonitrile (Merck) and deionized water were used
s mobile phase. The anthraquinone derivatives used in this work
see Table 1) were synthesized in our research group [24] and used
fter recrystallization from reagent grade benzene (Merck) and vac-
um drying. Potassium bromide (Merck) was used for establishing
he dead time.

.2. Apparatus

The chromatographic equipment consisted of two PU-2080
lus delivery pumps (Jasco, Japan), an injector valve Rheodyne
725i (USA) with 20-�L sample loop and a variable-wavelength
bsorbance detector UV-2070 plus (Jasco, Japan) operating at
75 nm. The chromatographic system was controlled by HSS-2000
rovided by Jasco using the LC-Net II/ADC interface. The data were
rocessed using BORWIN software (version 1.50). Analysis was car-
ied out at room temperature on a Finepak SIL C18, 100 Å pore
ize, 10 �m particle size, 250 mm × 4.6 mm I.D. column. The mobile
hase was prepared using different percentages of acetonitrile in
ater. The flow-rate of the mobile phase was 1.0 mL min−1.

.3. Procedures

.3.1. Determination of HPLC retention times
A 10 mg portion of each substance was dissolved in 10 mL of

cetonitrile to obtain 1000 mg L−1 stock solutions. Working stan-
ards were prepared by appropriate dilution of the stock solutions
ith acetonitrile to yield a concentration of 100 mg L−1 for all

nthraquinone derivatives. A 20 �L portion of these working stan-
ards was injected to HPLC system with a 20 �L loop at ambient
emperature. A flow-rate of 1.0 mL min−1 and a detector wavelength
f 275 nm were selected for all the experiments. The composition
f acetonitrile–water mixed solvents as mobile phase was varied
etween 0.2 and 0.9 mole fraction of acetonitrile, with 0.1 mole
raction intervals. Therefore, for each 9,10-anthraquinone deriva-

ive, the chromatograms were reordered in 8 different mobile phase
ompositions and the resultant retention times of each compound
ere collected in a row vector.

The dead time, t0, was established for each mobile phase by
njection of 20 �L of a 0.01% potassium bromide solution in water

a
w
e
a
e

Q26 NO2 CH3 H H
Q27 NO2 C2H5 H H
Q28 NH2 C2H5 H H

nd monitoring at 200 nm [46]; for all mobile phases, the t0 values
ere similar with an average of 2.5 min. The retention factors (k) for

ll selected compounds, at each mobile phase assayed, were deter-
ined using the expression k = (tR − t0)/t0, where t0 is the dead time

nd tR is the retention time of each compound, obtained from the
eak maximum. Then, the logarithm of retention factors (log k) of
ll compounds were collected in a (m × n) data matrix (Y), where m
nd n are the number of 9,10-anthraquinone derivatives (i.e., m = 28)
nd number of mobile phase acetonitrile–water binary mixtures
i.e., n = 8), respectively.

.3.2. Modeling of solvent effect
The effect of solvent composition on the retention time was

nvestigated for each 9,10-anthraquinone derivative, separately. In
he case of each molecule, a multi linear model based on the
eneral equation of Kamlet et al. [47] yi = yo + a� + b � + s�* was
onstructed, where yi is vector of retention factor (i.e., log k) for
he ith solute measured in 8 solvent compositions and �, � and

* are the vectors of solvatochromic parameters of the mixed
olvents describing hydrogen-bonding acidity, hydrogen-bonding
asicity and polarity/polarizability properties of solvent (Table 2),
espectively. The parameters a, b and s are regression coefficients

nd yo is the hypothetical value of retention time in a solvent
ith zero solvotochromic parameters. The solvatochromic param-

ters for acetonitrile–water binary mixed solvents were refined
s reported elsewhere [48,49]. A linear interpolation was used to
stimate solvatochromic parameters for all the solvent composi-
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Table 2
Solvatochromic parameters for binary acetonitrile–water mixed solvents used in
this study [48,49]

XAN ˛ ˇ �*

0.20 0.89 0.39 0.98
0.30 0.87 0.41 0.93
0.40 0.87 0.40 0.87
0.50 0.86 0.41 0.85
0.60 0.84 0.42 0.84
0
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.70 0.81 0.43 0.81

.80 0.70 0.42 0.79

.90 0.49 0.33 0.77

ions used (Table 2). The LSFER models were developed for each
olecule using a subset of solvatochromic parameters selected by a

tepwise selection procedure, which uses a combination of both for-
ard selection and backward elimination of variables. The degree
f model fit was measured by conventional statistical parameters
ncluding square of multiple determination (R2), standard error of
egression (S.E.), Fisher’s variance ratio (F) and its corresponding
robability (P-value).

.4. Modeling the effect of solute structure (QSRR analysis)

Prior to the calculation of the molecular descriptors, the chemi-
al structures of molecules were drawn by the HyperChem release
oftware (version 7.0). Then the Z-matrices of the structures were
rovided by the software and transferred to the Gaussian 98W
rogram (version 5.2). The 3D geometry optimization was per-
ormed using HF/STO-3G quantum chemical calculation. The main
tep in every QSRR study is choosing and calculating the struc-
ural descriptors as numerical encoded parameters representing
he chemical structures. In the present work, the molecular descrip-
ors were generated using the Dragon software (version 2.1).
his software has been frequently used for calculating chemical
escriptors in many QSAR/QSRR studies [50,51]. A total of 1481
escriptors were calculated for each molecule using this soft-
are. A working subset of 579 descriptors was selected from the

481 generated descriptors following the routine procedure: (1)
onstant descriptors were eliminated, (2) descriptors which were
lmost constant were eliminated and (3) for all pairs of remaining
escriptors with a correlation coefficient greater than 0.95, only
ne of them was considered in developing the model. The 579
escriptors thus selected were considered for further investigations
fter discarding the descriptors with constant and inter-correlated
nes.

In the case of each mixed solvent as mobile phase, a separate
SRR was developed to make a connection between solute’s struc-

ure and retention time in a specified mobile phase composition.
ulti linear equations in the form of y = bo + b1 x1 + b2 x2 + b3 x3 + . . .
ere built to find the quantitative relationships between molec-
lar descriptors, as independent variables, and retention factors,
s dependent variables. Here, y refers to the retention factor at a
pecified solvent composition, x1 through xn denote the molecu-
ar descriptors and bo through bn are the model coefficients. The

ultiple linear regressions with stepwise selection of variables
f SPSS software were used to find the most convenient subset
f descriptors for each solvent composition. The SPSS software
roduces some models and sorts them based on calibration statis-
ics. It should be noted that, in some cases, SPSS proposes some

ver-fitted models. To overcome this problem, the accuracy and
cceptability of the generated model were evaluated by leave-
ne-out cross-validation method, and the one represented a better
ross-validation statistic (Q2) with lower number of input variables
as selected. The number of data points used for QSRR modeling
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n each mobile phase composition was 20, which is equal to the
umber of 9,10-anthraqinone derivatives used for calibration in this
tudy. Eight molecules i.e. AQ2, AQ3, AQ4, AQ7, AQ8, AQ9, AQ15 and
Q18 were selected as the test set.

. Results and discussion

The molecular structures of the 9,10-anthraquinone derivatives
sed in this study are represented in Table 1. Obviously, the solutes
ave different substituents on the 1, 2, 4 and 8 positions of the
nthraquinone backbone, where the high variations in the substi-
ution patterns are observed at positions 1 and 2. We used these

olecules to find the effect of the structural variations on the
etention behavior of the 9,10-anthraquinones. Because of signif-
cant differences between the hydrogen-bonding, electronic and
ipophilic properties of the substituents, it is not surprising to
nd a large dependency of the retention times of the molecules
n the mobile phase properties. The concomitant effect of ace-
onitrile concentration and structure of substitution on the tested
ompounds were studied for all the solutes. Since a large number
f these compounds have one or two –OH groups as substituent,
he use of standard silica-based reversed-phase columns is not
uggested because the analytes interact very strongly with the sta-
ionary phase support and result in peak broadening.

In this study a Finepak SIL C18 endcapped stationary phase
ith a very low metal content was used. The peak asymmetry

or all of the compounds were evaluated using the expression
s = W5%/2 × W1/2, where W5% and W1/2 are the peak widths at
% and 50% of the peak height, respectively. Using this station-
ry phase, almost all peaks were symmetrical (As = 1.1–1.3). Some
ypical chromatograms recorded using a mobile phase XAN = 0.4
re shown in Fig. 1. As can be seen from Table 1 and Fig. 1, with
he exception of AQ1 and AQ4, in all cases, the retention times
re increased with increasing the number of C atoms in the sub-
tituent groups. A comparison between the chemical structures of
olecules shown in Table 1 revealed that AQ1 does not have any

ubstituent whereas AQ4 has a hydroxy group on position 1. Thus,
ue to the possible hydrogen-bonding between the hydroxyl group
f AQ4 and mobile phase, AQ4 is expected to elute faster than AQ1.
owever, an inspection of Fig. 1 shows an opposite behavior, AQ1

hows lower retention time with respect to AQ4. This behavior can
e attributed to the well-known intramolecular hydrogen-bonding
etween OH and adjacent C O of the anthraquinone derivative,
hich in turn weakens the hydrogen-bonding between OH of AQ4

nd water molecules in the mobile phase.
The recorded chromatograms of molecules AQ8 and AQ15 in dif-

erent mole fractions of acetonitrile are shown in Fig. 2, and the
ariation of logarithm of retention factor as a function of acetoni-
rile mole fraction for all of 9,10-anthraquinone derivatives are
lotted in Fig. 3. Both figures show that the retention of solutes

n the stationary phase is significantly decreased by increasing the
mount of acetonitrile in the binary mixed solvent. In addition, as
an be seen from Fig. 2, by changing the mobile phase composition,
etention times of compounds AQ8 and AQ15 are varied in different
anner, depending on their chemical structures.
The retention times data matrix for all the studied 9,10-

nthraqinone derivatives in different mobile phase compositions
re represented in Table 3. These data were used to derive the
uantitative relationships between retention time and solvent
omposition, in one hand, and retention time and solute structure,

n the other. Preliminary studies showed that logarithmic transfor-

ation of retention factor (log k) resulted in more straightforward
odels, which is in agreement with LSFER concept. Thus, in all

erived models, log k was used as a dependent variable.
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Fig. 1. Chromatograms of some 9,10-anthraquin
.1. LSFER models accounting the effect of mobile phase
omposition

Table 4 lists the LSFER equations obtained for each solute using
olvatochromic parameters of solvents as independent (or pre-

d
v
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erivatives in mole fraction of 0.4 of acetonitrile.
ictor) variables. For each substance, the significant independent
ariables were selected by applying a stepwise procedure to build
p the model. As it is obvious from Table 4, for all solutes, the
educed Kamlet–Taft equations contain the polarity/polarizability
arameter (�*) as solvent parameter. Thus, the following equa-
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9,10-anthraquinone derivatives does not obey the acid–base inter-
ig. 2. The chromatograms of AQ8 (A) and AQ15 (B) compounds in different mole
ractions of acetonitrile.

ion was established between the logarithm of retention factors
f anthraquinone derivatives and the solvatochromic parameters
f acetonitrile–water binary solvents, as mobile phase.

og k = Const. + s�∗ (1)

Eq. (1) suggests that the polarity/polarizability interactions are
he main factors controlling the interaction of 9,10-anthraquinone
erivatives with acetonitrile–water mixed solvents. The quality of
ach model was estimated by its coefficient of multiple determi-
ation (R2), standard error of regression (S.E.) and variance ratio
F-value). As it is obvious from Table 4, all regression equations
epresented high statistical quality. The coefficient of multiple
eterminations for almost all models is higher than 0.95, indicat-

ng that 95% of variances in the retention data of each solute can
e explained by polarity/polarizability interaction. In addition, the

-values are much higher than the critical value, which confirm the
tatistical significance of the resulting models. Moreover, the sig-
ificance of selected parameters is confirmed by the high ratio of
oefficients to their respective standard errors.

a
a
m
a

ig. 3. Relationship between log k values and the acetonitrile concentration in the
obile phase for 28 of 9,10-anthraquinone derivatives.

The absence of ˇ and ˛ parameters of binary solvents in
he resulted LSFER equations implies that the retardation of
ctions. In fact, by changing the strength of hydrogen bond
ccepting ability or hydrogen bond donating ability of solvent as
obile phase, the retention times of these compounds should be

lmost constant.
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Table 3
Retention time of the AQ derivatives obtained by HPLC equipment

ID Mole fraction of acetonitrile in water

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

AQ1 22.658 11.092 7.395 5.907 4.842 4.233 3.775 3.333
AQ2 34.925 13.683 8.533 6.792 5.608 4.835 4.34 4.058
AQ3 49.325 18.342 10.95 8.063 6.325 5.333 4.733 4.3
AQ4 29.425 13.025 8.426 6.624 5.6 4.833 4.375 4.133
AQ5 54.208 21.775 12.817 8.867 7.208 6.283 5.683 5.567
AQ6 14.958 7.492 5.792 5.033 4.617 4.283 4.2 4.058
AQ7 46.817 16.392 10.3 8.083 6.708 5.683 5.067 4.725
AQ8 64.958 21.875 12.842 9.617 7.525 6.317 5.45 5.033
AQ9 93.623 31.525 17.475 12.167 9.05 7.283 6.025 5.433
AQ10 134.526 45.608 23 14.442 10.586 8.417 6.692 5.85
AQ11 178.359 59.942 28.65 18.383 12.367 9.442 7.283 6.233
AQ12 35.717 12.825 8.583 6.65 5.55 4.717 4.275 4.042
AQ13 99.875 29.485 14.967 10.717 8.158 6.508 5.458 4.933
AQ14 41.408 15.475 8.958 6.792 5.7 4.842 4.308 4.058
AQ15 13.993 10.125 7.55 6.108 5.042 4.217 3.833 3.633
AQ16 15.417 9.975 7.7 6.15 5.125 4.458 4.083 3.917
AQ17 12.992 9.649 7.45 6.075 5.042 4.233 3.85 3.667
AQ18 33.433 14.558 10.05 7.767 6.217 5.267 4.683 4.458
AQ19 37.675 14.067 8.142 6.358 5.108 4.417 3.983 3.75
AQ20 90.783 23.275 13.3 9.108 7.167 6.042 5.125 4.7
AQ21 36.658 19.958 12.683 9.525 7.65 6.208 5.208 4.833
AQ22 59.508 25.475 15.217 10.883 8.405 6.817 5.742 5.075
AQ23 72.748 36.205 20.875 13.008 9.471 7.135 5.91 5.309
AQ24 30.375 11.533 8.025 6.433 5.617 4.9 4.483 4.308
A 9.41
A 5.27
A 5.94
A 8.29
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A
A
A

m

Q25 47.925 20.517 12.7
Q26 27.883 9.758 6.675
Q27 31.167 11.992 7.783
Q28 20.342 13.942 10.299

As it is seen from Table 4, the coefficients of �* (i.e., s

alue) in the reduced Kamlet and Taft equations are positive for
ll the molecules, which indicate that the solutes should have
igher retention times in a mobile phase with higher polar-

ty/polarizability index. This means that, in the case of water rich

able 4
oefficient of LSFER models (log k = Const. + s�*) for different solutes and corre-
ponding statistical parameters

D Const. s R2 S.E. F

Q1 −5.30 (±0.21)a,b 6.33 (±0.25) 0.991 0.047 641.2
Q2 −5.01 (±0.23) 6.17 (±0.27) 0.989 0.051 521.6
Q3 −5.31 (±0.23) 6.65 (±0.27) 0.99 0.051 614.6
Q4 −4.68 (±0.20) 5.77 (±0.23) 0.99 0.044 613.4
Q5 −4.63 (±0.33) 5.99 (±0.38) 0.976 0.073 243.1
Q6 −3.50 (±0.32) 4.17 (±0.37) 0.955 0.070 126.4
Q7 −4.75 (±0.29) 6.02 (±0.34) 0.981 0.064 313.0
Q8 −5.07 (±0.28) 6.51 (±0.32) 0.985 0.061 406.7
Q9 −5.40 (±0.24) 7.04 (±0.28) 0.991 0.053 639.8
Q10 −5.76 (±0.21) 7.59 (±0.25) 0.994 0.047 945.0
Q11 −5.99 (±0.22) 7.97 (±0.26) 0.994 0.049 945.0
Q12 −5.06 (±0.29) 6.21 (±0.33) 0.983 0.063 346.9
Q13 −5.86 (±0.27) 7.51 (±0.32) 0.989 0.060 558.4
Q14 −5.36 (±0.24) 6.61 (±0.28) 0.99 0.052 574.8
Q15 −4.16 (±0.34) 4.99 (±0.39) 0.964 0.074 161.3
Q16 −3.89 (±0.24) 4.72 (±0.28) 0.979 0.053 286.2
Q17 −3.95 (±0.34) 4.74 (±0.40) 0.959 0.076 140.0
Q18 −4.54 (±0.23) 5.70 (±0.27) 0.986 0.052 435.2
Q19 −5.65 (±0.23) 6.86 (±0.29) 0.99 0.054 568.4
Q20 −5.85 (±0.39) 7.42 (±0.43) 0.98 0.082 295.5
Q21 −4.38 (±0.30) 5.64 (±0.22) 0.991 0.042 654.6
Q22 −4.90 (±0.20) 6.36 (±0.20) 0.993 0.038 1000.1
Q23 −5.26 (±0.33) 6.88 (±0.35) 0.982 0.066 390.6
Q24 −4.46 (±0.30) 5.51 (±0.36) 0.975 0.069 229.4
Q25 −5.21 (±0.25) 6.60 (±0.26) 0.991 0.049 638.5
Q26 −5.61 (±0.29) 6.66 (±0.34) 0.985 0.063 390.7
Q27 −5.61 (±0.28) 6.75 (±0.26) 0.991 0.049 687.0
Q28 −3.76 (±0.24) 4.77 (±0.38) 0.963 0.072 157.8

a Values in parenthesis are the standard errors of coefficients.
b P-values for constant and s coefficients are lower than 0.001.
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7 7.325 5.676 4.783 4.33
5 4.525 3.942 3.6 3.425
2 5.018 4.2 3.758 3.55
2 6.467 5.233 4.658 4.517

obile phase with higher polarity, the solutes have higher reten-
ion times and eluted slower; the coefficient s is varied between
.17 (for AQ6) and 7.97 (for AQ11). As expected, the higher the value
f s for a solute, the larger the influence of solute polarity on the
etention of that solute. It is worth mentioning that compounds
Q9, AQ10, AQ11, AQ13 and AQ20 with the highest s values are those
nthraquinone derivatives bearing bulky lipophilic alkyl groups on
heir R2 position.

.2. QSRR analyses

To derive quantitative relationship between solute structure and
P-HPLC retention, the logarithm of retention factors (log k) for
ll analytes in different mobile phase compositions (reported in
able 3) were regressed against the selected descriptors obtained
rom Dragon software. Consequently, for each mobile phase, a sepa-
ate QSRR model was obtained. When the most convenient subsets
f descriptors were selected for each mobile phase composition, it
as interestingly found that the structure-retention relationships

n all compositions could be described by models containing the
ame descriptors.

As it is shown in Table 3, in each mobile phase composition,
significant variation in retention times is observed for 9,10-

nthraquinone derivatives, which can be related to the variation of
ubstituted groups on the backbone of 9,10-anthraquinone. More-
ver, a deeper inspection of the results given in Table 3 clearly
evealed that the observed variations in retention times are not
imilar from one mobile phase composition to another. For exam-
le, for a mobile phase composition of XAN = 0.9, the retention times
f compounds are varied between 3.333 and 6.233 min by chang-

ng the substitution groups on 9,10-anthraquinone (i.e., a difference
n retention times of only 2.9 min), while for a mobile phase com-
osition of XAN = 0.2, this property is varied between 12.992 and
78.359 min (i.e., a large difference of 165.367 min in retention
imes).



B. Hemmateenejad et al. / Talanta 77 (2008) 351–359 357

Table 5
The quantities of selected descriptors by Dragon software

ID GATS5p Mor14p HATS5v R6u+

AQ1 1.932 −0.354 0.098 0.057
AQ2 1.94 −0.306 0.107 0.145
AQ3 1.872 −0.135 0.125 0.146
AQ4 1.961 −0.306 0.095 0.078
AQ5 1.867 −0.302 0.116 0.129
AQ6 1.966 −0.138 0.258 0.121
AQ7 2.04 −0.279 0.129 0.122
AQ8 1.849 −0.13 0.116 0.113
AQ9 1.982 0.069 0.118 0.136
AQ10 1.739 0.145 0.111 0.094
AQ11 2.108 0.042 0.11 0.213
AQ12 1.792 −0.196 0.139 0.092
AQ13 2.018 −0.045 0.135 0.12
AQ14 2.028 −0.337 0.108 0.158
AQ15 2.054 −0.551 0.121 0.114
AQ16 2.003 −0.35 0.108 0.164
AQ17 2.052 −0.533 0.115 0.184
AQ18 1.989 −0.31 0.091 0.07
AQ19 2.041 −0.222 0.2 0.292
AQ20 2.419 −0.203 0.137 0.208
AQ21 2.309 −0.149 0.144 0.063
AQ22 2.138 −0.114 0.141 0.131
AQ23 3.203 0.082 0.245 0.15
AQ24 1.909 −0.297 0.14 0.244
AQ 1.904 −0.059 0.184 0.244
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Fig. 4. Plots of coefficients of QSRR model (log k = b0 + b1 GATS5p + b2 Mor14p + b3

HATS5v + b4 R6u+) versus acetonitrile mole fraction.
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Q26 1.8 −0.183 0.253 0.17
Q27 1.883 −0.03 0.204 0.186
Q28 1.921 −0.07 0.152 0.186

In this case, for mobile phase compositions of XAN = 0.2 through
AN = 0.9, the relationship obtained between the logarithm of reten-
ion factors of AQ derivatives and the selected descriptors was as
ollows:

og k = bo + b1 GATS5p + b2 Mor14p + b3 HATS5v + b4 R6u+ (2)

This four-parametric QSRR equation describes the significant
ffects of the GETAWAY descriptors (i.e., leverage-weighted auto-
orrelation of lag 5/weighted by atomic van der Waals volumes,
ATS5v and R maximal autocorrelation of lag 6/unweighted,
6u+), 3D-MoRSE descriptor (i.e., 3D-MoRSE-signal 08/weighted
y atomic van der Waals volumes, Mor14p) and 2D autocor-
elations (i.e., Geary autocorrelation-lag 5/weighted by atomic
olarizabilities, GATS5p) on the retention behavior of the 9,10-
nthraquinone derivatives. The GETAWAY (GEometry, Topology,
nd Atom-Weights AssemblY) descriptors try to match 3D-
olecular geometry provided by the molecular influence matrix

nd atom relatedness by molecular topology, with chemical
nformation by using different atomic weights (atomic mass,

olarizability, van der Waals volume, and electronegativity). The
uantities of these descriptors for 28 molecules obtained by Dragon
oftware are represented in Table 5. The presence of polarizabil-
ty related descriptors in the resulting QSRR models is in direct
greement with the resulted solvotochromic LSFER models, which

i
t
n
t
F

able 6
oefficients of QSRR models (log k = b0 + b1 GATS5p + b2 Mor14p + b3 HATS5v + b4 R6u+) for

AN b0 b1 b2 b3 b4

.20 1.40 0.22 1.56 −3.57 0.88

.30 0.72 0.33 1.26 −3.44 0.63

.40 0.42 0.32 1.07 −3.01 0.47

.50 0.29 0.28 0.96 −2.80 0.41

.60 0.16 0.25 0.89 −2.50 0.28

.70 0.08 0.23 0.87 −2.46 0.19

.80 −0.02 0.20 0.78 −2.17 0.08

.90 −0.10 0.19 0.74 −2.05 0.13

a The P-values for obtained models are lower than 0.001 then not reported.
ig. 5. Plots of experimental log k data versus predicted log k data for 8 compounds
s prediction set in mole fraction of 0.2–0.9 of acetonitrile.

escribe the significant influence of polarity/polarizability interac-
ion on the RP-HPLC behavior of the studied AQ derivatives.

As it is shown in Fig. 4, there are systematic relationships
etween regression coefficients of the QSRR model and solvent
omposition.

Among the calculated regression coefficients, b1, b2 and b4 are
ositive and b3 is negative in all solvent compositions, where bo

s negative at 0.2 < XAN > 0.7 and is positive at XAN > 0.8. Although

he statistical quantities of the QSRR models (given in Table 6) are
ot very high, there is a balance between the statistical quanti-
ies of calibration cross-validation and the external prediction set.
ig. 5 shows the plot of predicted log k against the experimental

different mixed solvent compositions and corresponding statistical parameters

Q2 R2 calibration R2 prediction Fa

0.6118 0.6834 0.904 14.898
0.7685 0.8427 0.8995 29.241
0.788 0.871 0.8356 32.708
0.7886 0.873 0.8045 32.095
0.7716 0.8537 0.8015 28.668
0.735 0.8146 0.8213 24.417
0.6425 0.7352 0.8059 16.661
0.508 0.6231 0.7632 10.301
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ig. 6. Chromatogram of a mixture of prediction set compounds in mole fraction of
.4 of acetonitrile (A) and calculated retention times by QSRR model (B).

esults for eight AQ derivatives in all studied solvent compositions.
hese compounds did not contribute in any model development
teps. The distribution of data around the ideal line (i.e., slope 1
nd intercept 0) with low scattering confirms the high prediction
ower of the QSRR models. Experimental chromatogram of a mix-
ure of prediction compounds (AQ2, AQ3, AQ4, AQ7, AQ8, AQ9, AQ15
nd AQ18) in mole fraction of 0.4 of acetonitrile together with the
redicted retention times of these compounds are shown in Fig. 6.
s can be seen there is a good agreement between experimental
nd calculated results.

.3. Unified model for considering both solvent and solute effects

In the last step of the development of quantitative models
or characterization of the RP-HPLC behavior of the studied 9,10-
nthraquinone derivatives, attempts were made to obtain a model
onsidering the effects of both solvent composition and solute
hemical structure. As it was mentioned in the experimental sec-
ion, the data set in this case are composed of 224 data points of
etention factors (28 solutes in 8 mobile phases), among which
60 samples were used in the model development step (calibra-
ion phase) and the rest was used to evaluate the model prediction
bility. Random design was used for data classification. Multi lin-
ar regression (MLR) with stepwise selection of variables resulted
n the following equation:

og k = −4.90 (±0.14) + 0.23 (±0.03) GATS5p

+ 0.97 (±0.06) Mor14p − 2.51 (±0.28) HATS5v

− 0.29 (±0.12) R6u+ + 6.20 (±0.43)�∗ N = 160,

R2 = 0.939, S.E. = 0.117, F = 475.2, Q 2
LOO = 0.925,

Q 2
L10O = 0.917 (3)

Obviously, this equation represents very high statistical quality
ith very good generalization and stability measured by leave-one-

ut and leave-10-out cross-validation correlation coefficient (i.e.,
2
LOO and Q2

L10O, respectively) of about 0.92, which means that the

esulting model can reproduce more than 92% of the variances in
he retention factor data. A very small difference between the corre-
ation coefficient of calibration and cross-validation confirms that
he model is not over-fitted. The solute and solvent parameters used
y Eq. (3) are those appeared in the LSFER and QSRR models dis-

(
(
t
9
t

ig. 7. Plot of experimental log k data versus predicted log k data for 64 data set
ased on unified model.

ussed in previous sections. The effects of these parameters on the
etention behavior of solutes can be explained in a similar manner
s discussed previously. The only difference is the value of coef-
cients. In the LSFER models obtained for each solute (Table 4),
he coefficients of �* was different for various 9,10-anthraquinone
erivatives, lying between 4.17 and 7.97. However, the correspond-

ng value in Eq. (3) is fixed at 6.20, which is an approximate
verage of the values reported in Table 4. Similar trends are
bserved for the coefficients of GATS5p, Mor14p and HATS5v of
olutes.

Eq. (3) not only represents qualitative information about
olute–solvent interaction, but also shows a quantitative estimate
f the new or non-tested compounds. When Eq. (3) was used to pre-
ict the retention factor of the data points which did not have any
ontribution to the model development step (prediction set), highly
ccurate results were obtained. To illustrate the retention predic-
ions capabilities of the QSRR models specified above, the predicted
etention factors against the corresponding experimental values
ere plotted for 64 data points which were selected randomly as

xternal prediction set (Fig. 7). As can be seen from Fig. 6, the pre-
icted retention factors can be represented by a linear equation of

og k (pred) = −0.046 + 1.102 log k (exp) with the respective corre-
ation coefficient and root mean square error of 0.957 and 0.100,
espectively.

. Conclusions

Multi linear regression was used to find those properties
f acetonitrile–water mixtures which affect the retention time
f twenty-eight 9,10-anthraquinone derivatives in RP-HPLC. The
olarity/polarizability parameter (�*) of the binary mixed solvents
as found to be significant and a reduced Kamlet–Taft equation

og k = Const. + s�* was obtained. Coefficient of �* is positive which
ndicates that longer retention times are obtained in solvent sys-
ems of higher �* values. In addition, the effect of molecular
tructure on the retention time in a specified mobile phase was
tudied by QSRR method and the model of log k = bo + b1GATS5p + b2
or14p + b7HATS5v b4R6u+ was obtained. Finally, a unified model
as built as log k = −4.90 (±0.14) + 0.23 (±0.03) GATS5p + 0.97
±0.06) Mor14p − 2.51 (±0.28) HATS5v − 0.29 (± 0.12) R6u+ + 6.20
±0.43) �*, which considers the effects of both solvent composi-
ion and solute chemical structure on the retention times of the
,10-anthraquinone derivatives. By using this equation, one is able
o obtain qualitative information about solute–solvent interaction
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a b s t r a c t

Acidic persulfate oxidation is one of the most common procedures used to digest dissolved organic phos-
phorus compounds in water samples for total dissolved phosphorus determination. It has been reported
that the rates of phosphoantimonylmolybdenum blue complex formation were significantly reduced in
the digested sample matrix. This study revealed that the intermediate products of persulfate oxidation,
not the slight change in pH, cause the slowdown of color formation. This effect can be remedied by adjust-
ing digested samples pH to a near neural to decompose the intermediate products. No disturbing effects
of chlorine on the phosphoantimonylmolybdenum blue formation in seawater were observed. It is noted
that the modification of mixed reagent recipe cannot provide near neutral pH for the decomposition of
Acidic persulfate oxidation
Spectrophotometry
pH
S

the intermediate products of persulfate oxidation. This study provides experimental evidence not only to
support the recommendation made in APHA standard methods that the pH of the digested sample must
be adjusted to within a narrow range of sample, but also to improve the understanding of role of residue
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ample matrix from persulfate decompos

. Introduction

Phosphorus is one of essential nutrients for life on earth, and
ccurs in soils, sediments, waters, and organisms. Among vari-
us forms of phosphorus, orthophosphate, the most frequently
easured form of phosphorus, is considered to be the only form

irectly available and rapidly assimilated by bacteria, algae [1] and
lants [2,3]. On the other hand, the role of organic phosphorus

n different ecosystems is still a subject of intensive study [4–6].
his is in part due to the lack of reliable organic phosphorus data
n many ecosystems because of complex procedures involved in
etermination of dissolved organic phosphorus [4,7]. To determine
otal dissolved organic phosphorus in the samples, breakdown of
rganic phosphorus, by digestion, to dissolved phosphate is often

equired. Several methods, including fusion, dry ashing, and boil-
ng samples in perchloric, sulfuric or nitric acid on a hot plate, have
een employed to digest samples for total dissolved phosphorus
etermination. More recently, autoclaving, UV photo-oxidation and
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on the subsequent phosphoantimonylmolybdenum blue formation.
© 2008 Elsevier B.V. All rights reserved.

icrowave heating are widely used [8]. However, there are many
ncertainties involved in the total dissolved phosphorus mea-
urements [7–9]. The QUASIMEME laboratory performance studies
nutrient section) indicated that more than a half of laboratories
articipated the inter-comparison study on total dissolved phos-
horus cannot produce consistent results and concluded that the
otal phosphorus was the most problematic parameter in routine
ater quality monitoring program [10]. Among various problems,

ncomplete recovery of organic phosphate compounds has been
onsidered to cause the underestimate of the total dissolved phos-
horus in the natural waters [4,11–13].

One of the most popular methods of total phosphorus digestion
as based on the oxidation of organic phosphorus by persulfate

n acidic solution. The oxidation processes were usually acceler-
ted by autoclaving samples at a pressure of 137 kPa to 120 ◦C for
period of time (ranged from 30 min to 5 h) [12,14–17]. This pro-

edure has been adapted for total dissolved phosphorus analysis in
he standard method for the examination of water and wastewater
18] and USEPA Method 365.1 [19]. Because the digestion product

f organic phosphorus is orthophosphate, same color reagents and
rocedures have been widely used for the determination of phos-
hate and total dissolved phosphorus in the same samples. Slow
ormation of the phosphoantimonylmolybdenum blue complex
n persulfate digested samples has been reported [12,20,21]. This
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ight cause an underestimate in determination of total phospho-
us, particularly in automated analysis where the colored complex
s usually detected less than 10 min after mixing the sample with
eagents [22].

Previous studies have attributed the slow formation of the
hosphoantimonylmolybdenum blue complex in the acidic per-
ulfate digested samples to the decrease in sample pH resulting
rom decomposition of persulfate to sulfuric acid [12,20,21]. For
he total dissolved phosphorus in the fresh water and wastew-
ter, neutralization of digested solution with sodium hydroxide
as recommended before the total phosphate determination

18,19,23]. For measuring total dissolved phosphorus in seawa-
er samples, a modified mixed reagent with high molybdate
nd low acidity ([H+]/Mo = 46.5) were recommended [12,15,17] to
ompensate newly formed sulfuric acid from decomposition of
ersulfate during the digestion process. The same strategy for
eawater has recently been suggested for determination of total
issolved phosphorus in fresh water and wastewater samples
24]. Little attention has been paid to the difference in sample

atrix, particularly the modification of sample matrix after addi-
ion of oxidizing reagents and subsequent digestion process. The
nfluence of oxidation products on the subsequent phosphoanti-

onylmolybdenum blue formation has been largely ignored. So
ar, there is no study on the kinetics of formation of the phospho-
ntimonylmolybdenum blue complex in the persulfate digested
ample matrix. To develop an optimal procedure for total dis-
olved phosphorus determination, it is necessary to understand
he factors that control the rate of the color formation in these
igested sample matrix. In this report, we explore the kinetics
f formation of the phosphoantimonylmolybdenum blue com-
lex in total dissolved phosphorus samples that have undergone
he acidic persulfate digestion by a modified Murphy and Riley

ethod [25,26]. The influences of persulfate and solution pH on
he formation of the phosphoantimonylmolybdenum blue complex
ere separately examined and their combined effect was evalu-

ted.

. Experimental

.1. Apparatus

Kinetics of phosphoantimonylmolybdenum blue complex for-
ation as a function of time were measured on a Hewlett Packard

453 UV–visible spectrophotometer in quartz cells of 50-mm path
ength at room temperature (25 ± 2 ◦C) with the ChemStation soft-
are.

.2. Reagents and standard solution
Deionized water (DIW) used for preparing standard and
eagents was purified by a distilling unit followed by Millipore
uper-Q Plus Water System that produce water with 18 M� cm
esistance. All samples and reagents were stored in polypropylene
ottles that were immersed in 10% HCl solution overnight, followed

d
r
o
8
r

able 1
haracteristics of model phosphorus compounds used in digestion in this study

ame Abbr Formula

-Aminoethylphosphonic acid AEP C2H8NO3

lycerol-2-phosphate disodium salt hydrate GLP C3H7Na2

denosine triphosphate ATP C10H14N5

denosine diphosphate ADP C10H14KN
denosine monophosphate AMP C10H14N5

hytic acid dipotassium IP6 C6H16K2O
odium tripolyphosphate Poly-P Na5P3O10
ta 77 (2008) 340–345 341

y rinsing three times with deionized water and then drying at
0 ◦C in an oven for 5–10 h prior to their use.

All chemicals used were of analytical grade reagents or GR.
otassium dihydrogen phosphate (KH2PO4, Aldrich, AR) was
sed to prepare the stock orthophosphate (IP) standard solution
1.0 mM). The stock solutions were stored in a polyethylene bottle
t 4 ◦C in a refrigerator. Working standard solutions were pre-
ared daily from serial dilution of the stock solution with deionized
ater. Acidic 5% potassium persulfate solution (20 g potassium per-

ulfate (K2S2O8, Aldrich, AR) in 400 ml 0.5 M H2SO4) was made
n a brown polyethylene bottle and stored at room tempera-
ure. Usually the stock persulfate solution can be used within

onth.
The model phosphorus compounds used in digestion are

isted in Table 1, which included phosphate ester (C–O–P
onded compounds), phosphonates (C–P bonded compounds)
nd organic condensed phosphates (C–O–P–O–P bond) and inor-
anic polyphosphate. All the model phosphorus compounds were
tored in a freezer as required by the manufacturers. Each of
he model compounds were prepared as an 10 mM phospho-
us stock solution in DIW and stored in a polyethylene bottle
t 4 ◦C in a refrigerator were used within a week. The lower
oncentrations of these model phosphorus solutions in dif-
erent sample matrix (DIW, LNSW and NaCl) were prepared
aily.

Ammonium molybdate reagent was prepared by mixing 2.4 g
f ammonium molybdate ((NH4)6MO7O24·4H2O, Merck, GR), 25 ml
f concentrated sulfuric acid (H2SO4, 96–98%, L.T. Baker) and 50 ml
f 0.3% antimony potassium tartrate (K(SbO)C4H4O6)2·H2O, Fisher)
olution and diluting mixture to 1 l with DIW. Ascorbic acids solu-
ion was prepared daily by dissolving 1 g of Ascorbic acid (C6H8O6,
ldrich, AR) in 100 ml of DIW.

.3. Procedures

A 20-ml of sample was pipetted into acid-washed 30-ml Teflon
ial. An appropriate amount of acidic persulfate solution was added
o each sample and mixed by swirling. To study the effect of per-
ulfate, the amount of potassium persulfate used for digestion
aried from 50 to 400 mg (2.5–20 mg ml−1 of sample). The auto-
lave pressure was set at 130 kPa for 5 h [12] to ensure that all
he organic phosphorus was decomposed completely. The pH of
he digested samples was monitored by a pH meter (Orion 420
+).

The orthophosphate determination was based on a mod-
fied method of Murphy and Riley, in which the pH of
he test solution (sample and color reagent mixture) is 1.0
[H+]/Mo = 70) [26]. Prior to sample analysis, a single color
eagent was prepared by mixing equal volumes of the molyb-

ate reagent with the ascorbic acid solution. A 5-ml of color
eagent was added to 20 ml of sample and mixed. The kinetics
f absorbance of phosphoantimonylmolybdenum was recorded at
90 nm immediately after the mixing of sample with the color
eagent.

Origin MW Purity %

P Aldrich 125.07 99
O6P·xH2O Sigma 216.04 99
Na2O13P3·xH2O Aldrich 551.2 99
5O10P2·2H2O Sigma 501.3 95
O7P·xH2O Fluka 391.18 99
24P6 Sigma 736.2 95
·6H2O Sigma 475.86 98
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phosphoantimonylmolybdenum blue complex

To investigate the effect of sample matrix on the formation of the
phosphoantimonylmolybdenum blue complex in digested samples,
samples contain 5-�M IP, AMP and ATP were prepared in matrix of
42 X.-L. Huang, J.-Z. Zhang

. Results and discussion

.1. Effect of sample pH on the formation of
hosphoantimonylmolybdenum blue complex

To separate the effects of pH and persulfate concentration on the
olor formation kinetics, the first set of experiments was designed
o study the kinetic of formations of the phosphoantimonylmolyb-
enum blue complex as a function of pH in the absence of persulfate
nd without autoclaving. In this experiment, pH of samples con-
aining 5-�M orthophosphate (IP) was adjusted from 0.64 to 10
sing diluted HCl or NaOH solutions. The times taken to reach
aximum absorbance levels of the blue phosphoantimonylmolyb-

enum complex (full color development) in samples of different pH
re shown in Fig. 1. These results demonstrate considerable differ-
nces in the time needed for complete color development. It should
e noted that the pH here was the pH of the original samples before
ddition of the color reagent and it is usually much higher than the
H of final mixture as usually referred in methodological papers
25–29]. When the sample pH is lower than 1.3 or higher than 10,
he reaction become slow and would take hours to complete the
olor formation. For example, the times for the 95% color develop-
ent at pH 0.9, 1.0, 1.05 and 1.22 are 25, 16.8, 11.5, and 3.9 min,

espectively. However, in a pH range of 1.3 and 10, complete color
evelopment can be achieved within 3 min. It should be pointed
ut that the self-reduction of molybdate at high pH can result an
verestimate of phosphate concentration in the sample [28,29].

.2. Effect of concentration of persulfate used in digestion on the
ormation of phosphoantimonylmolybdenum blue complex

The effect of persulfate concentration (from 2.5 to 20 mg ml−1)
sed in digestion on the formation of phosphoantimonylmolybde-
um blue complex was studied by digesting model P compounds,
MP and ATP, in DIW matrix (Fig. 2). When the persulfate concen-

ration was 2.5 mg ml−1, the complete color development only took
min. When the persulfate concentration increased to 5.0 mg ml−1,

t took about 9–10 min to get 95% full color development. At a higher
−1
evel persulfate concentration (20 mg ml ), only about 34–38% of

ull color can developed at 10 min and it took about 34–38 min to get
5% full color development. It noted that the amount of persulfate
sed in digestion in this study is in the range of the concentrations
ecommended by most researchers [11,14–19,23]. However, higher

ig. 1. Time course for the formation of phosphoantimonylmolybdenum blue com-
lex at room temperatures (25 ± 2 ◦C) in samples of different pH (0.64–10). All
amples contain 5-�M IP in DIW matrix and the color was developed using a mod-
fied Murphy and Riley method [26].

F
o
A

ta 77 (2008) 340–345

oncentrations of persulfate have been used in previous studies. For
xample, Ridal and Moore [12] used have used 40 mg ml−1 adapted
rom Strickland and Parsons’s recipe [30] used in DOC digestion,
hich is twice of our highest concentration used in this study

20 mg ml−1).
In present study, the percentage of full color formation at

given time was negatively related to the persulfate concen-
ration, especially at the short time (<10 min). For example, the
elationship of percentage of full color of phosphoantimonyl-
olybdenum blue complex developed at 5 min (y) and the

oncentration of persulfate used in digestion (x) can be expressed
y exponential equations as: y(AMP, 5 min) = 136.75 e−0.12x, r2 = 0.982
nd y(ATP, 5 min) = 127.70 e−0.11x, r2 = 0.996, for 5-�M ATP and AMP,
espectively. Since the persulfate oxidation can release proton, it
s not surprising to notice that the greater amount of persulfate
sed, the lower pH in the final solution will be (Fig. 2). However,
he change in pH is small and observed slowdown of color forma-
ion kinetics is dominated by the effect of persulfate concentration.
hese results strongly suggested the persulfate concentration used
n digestion cause the slowdown of the color formation of phos-
hoantimonylmolybdenum blue complex.

.3. Effect of sample matrix on the formation of
ig. 2. Effect of different concentration of potassium persulfate on the time course
f formation of phosphoantimonylmolybdenum blue complex. (a) Digested 5 �M
MP, and (b) 5-�M ATP in DIW matrix.
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Table 2
Effect of sample matrix on the percentage of full color of phosphoantimonylmolyb-
denum blue complex at 3–20 min in the acidic persulfate (5 mg ml−1) digested
samples solution containing 5 �M of IP, AMP and ATP, respectively

Matrix Sample pH Time (min)

3 5 10 20

IP (undigested, DIW) 1.00 25 64 88 99

IP (digested)
DIW 0.98 4 6 18 48
LNSW 0.98 19 39 78 98
1% NaCl 0.98 14 21 40 72
2% NaCl 0.99 16 29 61 92
3% NaCl 0.98 47 70 95 99

AMP (digested)
DIW 1.02 9 13 23 46
LNSW 1.18 22 36 73 99
50% DIW, 50% LNSW 1.04 19 26 51 85
25% DIW, 75% LNSW 1.05 24 39 75 97
1% NaCl 0.96 18 26 49 82
3% NaCl 0.99 20 36 72 98

ATP (digested)
DIW 1.00 16 24 42 74
LNSW 1.13 20 38 76 97
50% DIW, 50% LNSW 1.05 15 25 57 90
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Table 3. After 5 min, the percentage of full color of IP was around
39%, whereas the corresponding values of phytic acid dipotassium
(IP6) and glycerol-2-phosphate disodium salt hydrate (GLP) was
49 and 37%, respectively. The order of percentage of the full color

Table 3
Effect of the acidic persulfate (5 mg ml−1) digested samples of different phosphorus
compounds in seawater matrix on the percentage of full color of phosphoantimonyl-
molybdenum blue complex at 3–20 min

Treatment (digested P compounds, LNSW) Sample pH Time (min)

3 5 10 20

Inorganic orthophosphate (IP) 0.98 19 39 78 98
2-Aminoethylphosphonic acid (AEP) 0.98 11 25 67 100
Glycerol-2-phosphate disodium salt (GLP) 0.98 19 37 77 99
Adenosine triphosphate (ATP) 0.98 11 25 64 95
25% DIW, 75% LNSW 1.09 13 23 56 90
1% NaCl 1.01 14 21 44 80
3% NaCl 0.96 21 40 78 98

IW, different salinity of low-nutrient seawater and NaCl solution.
he kinetic results presented as the percentage of full color develop-
ent are listed in Table 2. In general, the color formation in seawater
atrix is much rapid in comparison with that in DIW. The differ-

nce is greatest in the persulfate digested IP samples. After 5 min,
he color development is 4 and 19% in DIW and seawater, respec-
ively. After 20 min, it reached 98% in seawater but only 48% in DIW
Table 2). This might be due to lower concentration of organic com-
ounds presented in DIW sample matrix than natural seawater for
ersulfate to react. It seems that the more remaining persulfate in
he samples, the slower the color formation. Moreover, persulfate
an react with chloride in seawater. It has been observed that free
hlorine was formed from seawater during the persulfate digestion
15,20]. The chloride competing reaction for persulfate has been
onsidered to cause incomplete persulfate digestion of dissolved
rganic carbon in seawater [31]. The effect of chlorine on the color
ormation was further investigated in solutions of different NaCl
oncentrations. The color formation of digested samples of ATP and
MP in high concentration of NaCl was much rapid than that in

ow concentration of NaCl or DIW matrix. After 10 min, the per-
entages of color formation of digested IP, AMP, and ATP samples in
IW matrix were only 18.3, 22.7 and 41.9, respectively. The corre-

ponding values in 3% NaCl solution increased to 94.7, 72.4, and 77.9,
espectively. No disturbing effects from chlorine were observed in
ur experiments, which do not support the previous view that the
ree chlorine cause serious error in total phosphorus measurement
n seawater [15]. The chlorine effect was firstly reported by Korol-
ff in his technical report [20] but the report did not provide any
xperimental data to support his hypothesis.

We also made a series experiments to test the ascorbic acid
oncentration on the color formation. The rate of phosphoanti-
onylmolybdenum blue complex formation did not improved with

igher ascorbic acid concentration used, even caused an adverse

ffect, which is completely different from the inorganic phos-
hate measurement [25,27,28]. For example, in a digested seawater
atrix, the percentage of the color formation at 10 min when 0.5,

, 2, 5 and 10% ascorbic acid were used were 69, 78, 79, 66 and 51%,
espectively; and at 15 min, the corresponding value was 89, 92, 95,

A
A
P
S

A

n persulfate digested samples containing IP, AMP and ATP and in an IP sample with-
ut persulfate digestion. All samples contained the same concentration phosphorus
5 �M) in DIW matrix and the same pH (1.00). The absorbances were measured at
oom temperatures (25 ± 2 ◦C).

6 and 75%, respectively. Our laboratory routine total phosphorus
nalysis also demonstrates that it is not necessary to add additional
scorbic acid prior to addition of the mixed reagent.

.4. Effect of types of organic phosphorus on the formation of
hosphoantimonylmolybdenum blue complex in digested samples

In the acidic digestion method, the pH of the final digested
olution of different organic phosphorus compounds is very close,
round 0.98–1.00. The color formation in these digested samples
ecomes much slower in comparison with the samples without
ersulfate digestion at the same sample pH (Fig. 3). As mentioned
efore, it takes about 17 min to get 95% full color for the 5-�M IP
t the pH 1.00 (DIW matrix) conditions, whereas the time for the
5% full color of 5-�M IP, AMP and ATP after digestion is 48, 51 and
6 min, respectively, though the final pH of the digestion solution
as very close to 1.00.

It also found that there was significant difference in the rate of
olor formation after digestion among the different model phos-
horus compounds in both DIW and seawater matrix. In seawater
atrix, the percentage of full color development of the phospho-

ntimonylmolybdenum blue complex after 3–20 min was listed in
denosine diphosphate (ADP) 0.98 16 32 71 97
denosine monophosphate (AMP) 0.98 13 23 57 92
hytic acid dipotassium (IP6) 0.98 25 49 87 99
odium tripolyphosphate (Poly-P) 0.98 17 38 79 99

ll samples contained 5 �M phosphorus.
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t 10 min is IP6 (87%), tripolyphosphate pentasodium salt (Poly-P,
9%), IP (78%), GLP (77%), adenosine diphosphate (ADP, 71%), 2-
minoethylphosphonic acid (AEP, 67%), ATP (64%) and AMP (57%).
ost of them achieved full color development (≥95%) after 20 min

xcept the AMP (92%). The pH of sample alone cannot explain the
ifference in rate of color development in these total phosphorus
amples, since the final pH of these digestion solutions with the
ifferent phosphorus compounds was very close (around 0.98). All
f these results further indicate that the low pH was not the only
actor to impede the formation of phosphoantimonylmolybdenum
lue complex.

.5. Effect of persulfate concentration (no digestion) on the
ormation of phosphoantimonylmolybdenum blue complex

Our results clearly indicated the rate of color formation is
ecreased with increasing persulfate concentration. One possible
xplanation is the un-reacted persulfate after digestion causing the
ate to decrease. To test this hypothesis, different concentration of
otassium persulfate (0–50 mg ml−1) was directly added to a 5-
M IP standard solution and color formation was measured in this
odified sample matrix without undergoing digestion.
The effects of added persulfate on color formation were shown

n Table 4. The color developments were closed to 100% in 3 min
nd maintained up to 30 min in variable persulfate concentrations.
t should be noted that 50 mg ml−1 persulfate used in this study was
igher than any concentrations reported in literature for organic
hosphorus digestion [12,30]. These results clearly demonstrated
hat un-reacted persulfate, if any, does not influence the rate of
ormation of phosphoantimonylmolybdenum blue complex.

.6. Intermediate products from persulfate digestion on the
ormation of phosphoantimonylmolybdenum blue complex

Because persulfate itself does not have any effect on the color
ormation, it is likely that intermediate products of persulfate oxi-
ation caused the slow color formation. In order to verify the role of
he intermediate products of persulfate oxidation in the color for-

ation, kinetic measurements were made in the different mixtures
f persulfate digested sample and undigested sample. Two sam-
les containing 5-�M IP in DIW and 3% NaCl matrix, respectively,
ere prepared. After digestion with acidic persulfate (5 mg ml−1),
H of digested sample was about 1.00. A series of sub-samples were

repared by mixing a portion of digested sample with different
roportion of undigested sample. Kinetics of the color formation
as measured in these samples after their pH was adjusted to the
riginal digested samples.

able 4
ffect of concentration of potassium persulfate and hydrogen peroxide (per-
igestion) on the percentage of full color of phosphoantimonylmolybdenum blue
omplex at 3–30 min in samples containing 5 �M IP in DIW matrix

reatments Time (min)

3.0 5.0 10.0 20.0 30.0

ontrol (5 �M IP) 100 100 100 99 99

otassium persulfate
2.5 mg ml−1 99 100 100 100 99
25 mg ml−1 99 100 100 99 98
50 mg ml−1 99 100 100 99 99

ydrogen peroxide
15 mg l−1 100 100 99 99 98
75 mg l−1 99 100 100 99 98
600 mg l−1 96 100 100 100 99

m
w
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3
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n

n samples containing different percentage of post-persulfate digested IP sample
atrix. (a) Post-persulfate digested IP in DIW matrix and (b) post-persulfate digested

P in 3% NaCl matrix. All samples contained 5 �M IP and adjusted to the same pH
1.00). The absorbances were measured at room temperatures (25 ± 2 ◦C).

The formations of the phosphoantimonylmolybdenum blue
omplex in the mixed samples with different fraction of digested
amples are presented in Fig. 4. It is clear that the rates of color for-
ation were the greatest in the undigested samples and decreased
ith increasing fraction of digested samples in both DIW and NaCl
atrices (Fig. 4a and b). In agreement with the effect of persul-

ate concentration on color formation, the relationship between
he percentage of full color formation (y) and the fraction of
igested sample (x) can be described with exponential equa-
ions. In DIW matrices, the equations are y(2 min, DIW) = 21.09 e−0.018x,
2 = 0.996; and y(5 min, DIW) = 32.18 e−0.017x, r2 = 0.988, for time at

and 5 min, respectively. In 3% NaCl matrices, the correspond-
ng equations are y(2 min, 3% NaCl) = 53.60 e−0.019x, r2 = 0.999; and
(5 min, 3% NaCl) = 68.50 e−0.009x, r2 = 0.998. It is clear that impediment
ffect of digested sample on the color formation was much less in
% NaCl solution than that in DIW matrix.

Since hydrogen peroxide is usually assumed to be one of the
ain intermediate products of potassium persulfate oxidation after

igh temperature digestion [32–35], the effects of hydrogen perox-
−1
de (0–600 mg l ) on the color formation was studied by adding

ifferent amount of hydrogen peroxide to the digested samples.
he results shown in Table 4 demonstrated that hydrogen peroxide
oes not influence the formation of phosphoantimonylmolybde-
um blue complex. Therefore, the intermediate products other than
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ydrogen peroxide should be accounted for the observed difference
n rate of color formation.

Persulfate thermal decomposition is complex process involving
any factors and complicate mechanisms, though it is generally

ecognized that the persulfate radical is one of the most proba-
ly intermediate products [31–36] and its decomposition follows
n Arrhenius relationship between 50 and 130 ◦C [31,34]. It is sug-
ested that the persulfate has a half-life of about 30 s at 130 ◦C and
h at 75 ◦C [37]. However, our data and many other studies have
emonstrated that the persulfate decomposition requires much

onger time [12,14,16,17]. Although the details of chemical compo-
ition of the intermediate products are still unknown, experimental
ata indicate that these intermediate products are quite stable at

ow pH (<1), but can decompose rapidly at neutral and alkaline pH
7–10). We also noted that the color formation became faster after
igested solution was left on bench for 3–4 weeks (data not shown)
ossible due to decomposition of intermediate products over time.

All of these results further demonstrated that the intermediate
roducts of persulfate decomposition were the main factors that
ontrol the rate of phosphoantimonylmolybdenum blue complex
ormation. The impediment effect will be relieved after pH adjusted
o neutral since the intermediate products would be decomposed
apidly. In fact, both the standard method of total P in water and
astewater [18] and EPA method 365.1 [19] recommend neutral-

zation of sample after digestion before determination the total
hosphorus by the method of Murphy and Riley. It should further
oint out that the modified mixed reagent recipe does not pro-
ide neutral pH for the decomposition of the intermediate products
f persulfate oxidation in the digested samples. Our work further
ndicated that different kinetics behaviors of phosphoantimonyl-

olybdenum blue complex in acidic persulfate digested matrix
ight lead the errors for the standard calibration, if the pH of the

igested standard solution did not adjust before adding the mixed
eagent, even the modified mixed reagent receipt.

. Conclusion

The mechanism of slow formation of the phosphoantimonyl-
olybdenum blue complex in the acidic persulfate digested

amples was investigated. The rate of color formation was related
o the types of organic phosphorus compounds, the sample matrix,
nd the pH of the digested samples and, most important, the
mount of persulfate used in the digestion.

The intermediate products of persulfate oxidation caused the rate
of the phosphoantimonylmolybdenum blue complex formation
to decline in acidic persulfate digested samples.
By adjusting digested solution’s pH to be neutral, the intermedi-
ate products of persulfate oxidation can be readily decomposed,
and the color of phosphoantimonylmolybdenum blue complex
can be fully developed within 3 min.
No disturbing effects from chlorine on the phosphoantimonyl-
molybdenum blue formation in seawater were observed and it is
not necessary to add extra ascorbic acid prior to the mixed reagent
for the seawater total dissolved phosphorus determination.
It is critical to adjusting pH before mixed reagent addition to

be near neutral for both the digested calibration standards and
organic phosphorus samples solution due to the different kinet-
ics behavior. Modification of mixed reagent recipe cannot provide
near neutral pH for the decomposition of the intermediate prod-
ucts of persulfate oxidation.

[
[
[
[
[
[
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In summary, this study provides experimental evidence to sup-
ort the recommendation made in APHA standard methods that
he pH of the digested sample must be adjusted to within a nar-
ow range of sample, in order to avoid the effects of persulfate
igestion on the kinetics of phosphoantimonylmolybdenum blue
evelopment.
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a b s t r a c t

An anodic stripping voltammetric method has been developed for determination of cadmium, lead, copper
and zinc in acetic acid extract of glazed ceramic surfaces. An aliquot of 4% (v/v) acetic acid solution
was kept in a ceramic ware for 24 h in the dark, then 10 mL of the extracted solution was placed in a
voltammetric cell. The solution was purged with oxygen free nitrogen gas for 3 min before deposition
of the metals was carried out by applying a constant potential of −1.20 V versus Ag/AgCl to the hanging
mercury drop electrode (HMDE) for 45 s. A square wave waveform was scanned from −1.20 to 0.15 V and a
voltammogram was recorded. A standard addition procedure was used for quantification. Detection limits
of 0.25, 0.07, 2.7 and 0.5 �g L−1 for cadmium, lead copper and zinc, respectively, were obtained. Relative
standard deviations for 11 replicate determinations of 100 �g L−1 each of all the metals were in the range
of 2.8–3.6%. Percentage recoveries obtained by spiking 50 �g L−1 of each metal to the sample solution were
in the range of 105–113%. The method was successfully applied to ceramic wares producing in Lampang
Ceramic
Glaze

province of Thailand. It was found that the contents of cadmium, lead, copper and zinc released from the
samples were in the range of <0.01–0.16, 0.02–0.45, <0.14 and 0.28–10.36 �g dm−2, respectively, which
are lower than the regulated values of the Thai industrial standard. The proposed method is simpler, more

itive
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convenient and more sens

. Introduction

Cadmium and lead are well-known toxic metals. These metals
re found in glazed ceramic surfaces and are controlled by law for
ermissible amounts released from some ceramic products. Glaze is
thin layer of liquid, which is put on a piece of pottery and becomes
ard and shiny when the pottery is heated in a hot oven. In Thai-

and, ceramic products are mainly produced in northern provinces,
.g., Lampang, Sukhothai and Chiang Mai. Release of cadmium and
ead from ceramic ware, glass–ceramic ware and glass dinnerware
ntended to be used in contact with food is tested according to the
hai industrial standard (TIS 32-2546) or ISO-6486-1: 1999 [1]. The
ethod involving extraction of the metals from the glaze by 4% (v/v)
cetic acid, which is kept in the ceramic ware to be tested for 24 h
n the dark, and determination of the metals in the extracted solu-
ion by flame atomic absorption spectrophotometry (FAAS). This

ethod is tedious and time-consuming, and with relatively high

∗ Corresponding author at: Department of Chemistry, Faculty of Science, Chiang
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than the standard method based on FAAS.
© 2008 Elsevier B.V. All rights reserved.

etection limits. To improve detection limit and precision, sample
retreatment of the extract, e.g., evaporating up of acetic acid and
dding with hydrochloric acid before FAAS determination may be
erformed. On-line separation/preconcentration procedures, e.g.,
sing column packing with Pb-Spec resin [2], Muramac A-1 chelat-

ng resin [3], thioureasulfonamide resin [4] and bead injection with
enewable sorption material [5] are usually employed for the deter-
ination of trace amounts of cadmium/lead by FAAS or ETAAS.

low injection analysis with on-line preconcentration column using
b-Spec resin and spectrophotometric detection based on forma-
ion of Pb(II)–4-(2-pyridylazo)resorcinol complex was developed
or determination of lead in acetic acid leachate of glazed ceramic
urfaces [6]. Detection limit of 8 �g L−1 and relative standard devi-
tion for five replicate determinations of 0.8 mg L−1 of 0.35% were
eported. However, the method is quite complicated.

On the other hand, anodic stripping voltammetry (ASV) which
as an in situ preconcentration (electrodeposition) step can be
pplied directly for simultaneous determination of cadmium and

ead at trace levels [7–13]. Metal ions were electrochemically
eposited on a working electrode, e.g., a hanging mercury drop
lectrode (HMDE), a mercury film electrode [7–9], or a more
nvironment friendly bismuth film electrode [10–13]. Then, the
etermination was done in the stripping step by scanning potential
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o positive (anodic) direction, where re-oxidation of the deposited
etals was occurred at a specific potential for each metal. However,

his method can detect free metal ions only and is suffered from
nterferences such as surface active organic substances [8]. Some

odified electrodes have been developed for improving sensitiv-
ty and selectivity in the analysis of complicated samples [9–11].
ortunately, the extract of ceramic glaze was free from organic sub-
tances, so the ASV method with a HMDE should be suitable for
his sample. An electrolyte medium such as acetate buffer [7–11] is
idely utilized in ASV determination of Cd and Pb. In this work, the

cetic acid which has been used as an extractant for leaching of the
etals from ceramic glaze surfaces, was investigated to be applied

s an electrolyte in the ASV analysis.
In this paper, we developed a simple method based on anodic

tripping voltammetry for simultaneous determination of cad-
ium, lead, copper and zinc in acetic acid leachate of glazed

eramic wares. The 4% (v/v) acetic acid extracted solution could
e also used an electrolyte for voltammetric analysis, so the deter-
ination of the metals could be carried out without any sample

retreatment. A HMDE which is available in most analytical lab-
ratories has been employed as a working electrode, making the
eveloped method simple and convenient for quality control of
eramic wares.

. Experimental

.1. Chemicals

All chemicals used were of analytical reagent grade. Deionized
ater (obtained from a system of Milli-Q, Millipore, Sweden) was
sed throughout. Stock standard solution of lead(II) (1000 mg L−1)
as prepared by dissolving 0.1615 g of lead nitrate (Merck, Ger-
any) in 0.1 M nitric acid 100 mL. Stock standard solution of

admium(II) (1000 mg L−1) was prepared by dissolving 0.1991 g of
admium chloride (J.T. Baker, Canada) in 0.1 M hydrochloric acid
00 mL. Stock standard solution of copper(II) (1000 mg L−1) was
repared by dissolving 0.3968 g of copper sulphate (Merck, Ger-
any) in 0.1 M sulfuric acid 100 mL. Stock standard solution of

inc(II) (1000 mg L−1) was prepared by dissolving 0.4443 g of zinc
ulphate (Ajex Finechem, Australia) in 0.1 M sulfuric acid 100 mL.
he working standard solutions were prepared daily by diluting the
tock standard solution of each metal with 4% (v/v) acetic acid. The
xtracted solution (4% (v/v) acetic acid) was prepared by diluting
0 mL of glacial acetic acid in water and adjusting the final vol-
me to 1000 mL. An oxygen free nitrogen (OFN) gas (99.9995%, TIG,
hailand) was used for purging the solution to remove dissolved
xygen.

.2. Voltammetric system

A voltammetric analyzer (VA 757, Metrohm, Switzerland)
ncluding a voltammetric cell with a HMDE as a working electrode
WE), a platinum rod electrode as an auxiliary electrode (AE), and
Ag/AgCl electrode (3 M KCl) as a reference electrode (RE), was

mployed for anodic stripping voltammetric analysis. The voltam-
etric analyzer was controlled by a personal computer, using a
A Computrace version 2.0.000, SR1 software (8.757.8023, 757 VA
omputrace, Metrohm).

.3. Extraction procedure
Extraction of metals from glazed ceramic surfaces was carried
ut according to the standard method [1]. Briefly, the ceramic ware
o be tested was cleaned to be free from grease or other matter
ikely to affect the test, then it was filled with 4% (v/v) acetic acid

w
u
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o
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olution to produce an acid depth of >6 mm, covered the speci-
en and allowed to stand in the dark at 22 ± 2 ◦C for 24 ± 0.5 h.

hen, the extracted solution was collected in a polyethylene bot-
le for further voltammetric determination of the released metals.
he surface area of the ceramic ware was accurately measured to
.01 dm−2.

.4. Voltammetric analysis procedure

An aliquot of 10 mL of the extracted solution was put in a voltam-
etric cell and the solution was purged with OFN for 3 min. Then,
fixed potential of −1.20 V was applied to the WE for a period

f 45 s, while the solution was stirred at 2000 rpm (deposition
tep). After that the stirring was stopped for 5 s, followed by anod-
cally scanning of the potential from −1.20 to 0.15 V, employing a
quare wave waveform with amplitude of 40 mV, step potential of
0 mV, and frequency of 50 Hz (stripping step). A voltammogram
as recorded. Peak potential and peak current corresponding to

ach metal was evaluated from the voltammogram. Standard addi-
ion procedure was carried out by adding standard solution of each

etal to the sample solution, then the deposition and stripping
teps were performed. Standard addition was repeated for four
imes. Concentration of each metal in sample was evaluated from
he standard addition graph, with subtracting of concentration of

etal in the blank solution. Amounts of the metal released from
eramic wares were reported as �g dm−2, which were calculated
rom total amounts of the metal released into the extracted solution
ivided by contacted surface area.

. Results and discussion

.1. Effect of some parameters on voltammetric analysis

ASV method is based on electrochemical reduction of metal ions
t WE to deposit the metals on the electrode surface with subse-
uent anodic striping by scanning the potential to anodic direction
o allow electrooxidation of the deposited metals at a characteristic
otential of each metal, as recorded as a voltammogram in this step.
onditions for deposition and stripping steps of ASV were investi-
ated. A square wave waveform was employed in the stripping step,
s it provided fast scanning and good sensitivity for the reversible
edox reaction. A square wave waveform with amplitude of 40 mV,
tep potential of 10 mV, and frequency of 50 Hz was used. A solu-
ion of 4%(v/v) acetic acid that employing as the extracted solution
as also used as an electrolyte. Standard solutions of Cd, Pb, Cu

nd Zn were added to the electrolyte solution and voltammetric
easurement was carried out. Effect of deposition potential was

nvestigated in the range of −0.90 to −1.30 V. It was found that the
ore negative potential used the higher sensitivity was obtained.
eposition potential of −1.20 V was chosen because too negative
otential may lead to deposition of some interferences or evolving
f hydrogen gas at the WE in the high acidic medium. Deposition
ime was studied for the determination of 50 �g L−1 of each metal.

plot of peak current versus deposition time is depicted in Fig. 1.
t was found that peak currents of all the metals, except Cu, are
inearly proportional to deposition time up to 2 min. At too long
eposition time, the deposited metals may saturate at the HMDE
o no further increase in peak current was observed. While most
SV methods used acetate buffer as an electrolyte medium, in this

ork acetic acid (4%, v/v) should be employed because it has been
sed as an extractant for leaching of metals from ceramic surfaces.
ffect of concentration of acetic acid on peak current of 50 �g L−1

f each metal is investigated. Acetic acid in concentration range of
–6% (v/v) did not affect either on peak potential or peak current of
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Table 1
Amounts of some metals released from ceramic wares

Sample Released amounts (�g dm−2)*

Zn Cd Pb Cu

1 10.36 ± 0.12 0.16 ± 0.01 0.394 ± 0.001 N.D.
2 6.31 ± 0.23 N.D. N.D. N.D.
3 6.00 ± 0.01 N.D. 0.447 ± 0.001 N.D.
4 0.88 ± 0.04 N.D. 0.006 ± 0.001 N.D.
5 2.84 ± 0.04 N.D. 0.272 ± 0.001 N.D.
6 0.46 ± 0.02 N.D. 0.290 ± 0.001 N.D.
7 5.65 ± 0.23 N.D. 0.109 ± 0.002 N.D.
8 6.56 ± 0.06 N.D. 0.261 ± 0.001 N.D.
9 1.18 ± 0.14 N.D. 0.299 ± 0.009 N.D.

10 1.30 ± 0.06 N.D. 0.065 ± 0.001 N.D.
11 2.89 ± 0.02 0.02 ± 0.00 0.096 ± 0.016 N.D.
12 5.25 ± 0.16 N.D. 0.064 ± 0.002 N.D.
13 4.17 ± 0.04 N.D. 0.097 ± 0.003 N.D.
14 0.64 ± 0.06 N.D. 0.056 ± 0.003 N.D.
15 2.41 ± 0.05 N.D. 0.126 ± 0.002 N.D.
16 0.28 ± 0.05 N.D. 0.076 ± 0.001 N.D.
17 2.50 ± 0.02 N.D. 0.200 ± 0.006 N.D.
18 7.24 ± 0.08 N.D. 0.431 ± 0.001 N.D.
19 3.63 ± 0.24 N.D. 0.096 ± 0.001 N.D.
20 3.53 ± 0.18 N.D. 0.127 ± 0.001 N.D.
21 1.33 ± 0.06 N.D. 0.041 ± 0.001 N.D.
2
2

*

i
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ig. 1. Effect of deposition time on peak current. Condition: deposition potential
1.20 V, stirring rate 2000 rpm, scan rate 0.01 V s−1, potential scan range −1.20 to
.15 V.

ll the metals studied. However, the higher concentration of acetic
cid used, the higher zinc content in the electrolyte solution (blank)
as observed. Acetic acid of 4% (v/v) was selected to be used as both

he extractant and the electrolyte for ASV analysis.

.2. Analytical characteristics

Under the selected condition: 4% (v/v) acetic acid as an
lectrolyte solution, deposition potential of −1.20 V, deposi-
ion time of 45 s, square wave waveform with amplitude of
0 mV, step potential of 10 mV, and frequency of 50 Hz, voltam-
ograms were obtained as shown in Fig. 2. Linear calibration

raphs in the concentration range of 0–200 �g L−1 of each
etal were obtained as the followed calibration equations:

d: Y = 0.0094X + 0.0062, r2 = 0.9996, Pb: Y = 0.0048X + 0.0065,
2 = 1.0000, Cu: Y = 0.0033X + 0.0081, r2 = 0.9990, and Zn:
= 0.0159X + 1.5462, r2 = 0.9999, where Y is peak current (�A)

nd X is concentration (�g L−1) of each metal. Detection limits
alculated from three times standard deviation of blank/slope of
he calibration graph [14] were 0.25, 0.07, 2.7 and 0.5 �g L−1 for Cd,
b, Cu and Zn, respectively. Sensitivity and detection limit could be

ig. 2. Voltammograms of zinc, cadmium, lead and copper in 4% (v/v) acetic acid.
oncentrations of each metal from bottom to top: 0, 50, 100, 150 and 200 �g L−1.
ondition: deposition potential −1.20 V, deposition time 45 s, stirring rate 2000 rpm,
can rate 0.01 V s−1, potential scan range −1.20 to 0.15 V.
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2 2.29 ± 0.04 N.D. 0.316 ± 0.002 N.D.
3 0.84 ± 0.02 N.D. 0.020 ± 0.001 N.D.

Mean of triplicated results, N.D. = not detected.

mproved by using longer deposition time as described in Section
.1. Relative standard deviations for 11 replicate determinations of
00 �g L−1 of each metal were 3.0, 2.8, 3.6 and 2.8% for Cd, Pb, Cu
nd Zn, respectively. Recoveries obtained from spiking of the metal
tandard solutions (50 �g L−1 each) into the extracted solution
ere found in the range of 105–113%. The analysis time is 5 min per

ample by using standard addition procedure for determination of
our metals, which is much faster than the standard method based
n FAAS [1].

.3. Application to real samples

The proposed method was applied to the determination of some
etals extracted from the surface of ceramic wares. Standard addi-

ion method was employed for quantification in order to account
or the effect of sample matrix. However, the results obtained by
sing calibration graph method were correlated well with those
rom the standard addition method (for Zn, Y = 0.9322X − 0.8767,
2 = 0.9631). The results from standard addition method are sum-
arized in Table 1. It was found that the contents of cadmium,

ead, copper and zinc released from the samples were in the range
f <0.013–0.16, 0.02–0.45, <0.14 and 0.28–10.36 �g dm−2, respec-
ively, which are lower than the permissible values of the Thai
ndustrial standard. The developed method was convenient to be
sed and could be applied as an alternative method to the standard
ethod for testing the releasing of cadmium and lead from ceramic

roducts.

. Conclusion

Anodic stripping voltammetric method was proposed for deter-
ination of Cd, Pb, Cu and Zn in an acetic acid extract of glazed

eramic wares. The extract can be analyzed directly by voltammet-

ic method, where the extractant, 4% (v/v) acetic acid, also acts as
n electrolyte solution. The method is simple, fast, sensitive and
elective, and can simultaneously determine four metals with high
ccuracy using either standard addition or calibration methods. The
eveloped method may be used in the routine determination of Cd
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nd Pb extracted by acetic acid from glazed ceramic wares, as an
lternative to the standard method (TIS 32-2546).
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10] S.B. Hočevar, I. Švancara, K. Vytřas, B. Ogorevc, Electrochim. Acta 51 (2005) 706.
11] G.H. Hwang, W.K. Han, J.S. Park, S.G. Kang, Talanta 76 (2008) 301.
12] L. Cao, J. Jia, Z. Wang, Electrochim. Acta 53 (2008) 2177.
13] A. Economou, Trends Anal. Chem. 24 (2005) 334.
14] G.D. Christian, Analytical Chemistry, 6th ed., Wiley, New York, USA, 2004.



Talanta 77 (2008) 118–125

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

Dedicated mother wavelet in the determination of antimony
in the presence of copper

Małgorzata Jakubowska ∗, Robert Piech
Faculty of Materials Science and Ceramics, AGH University of Science and Technology, al. Mickiewicza 30, 30-059 Kraków, Poland

a r t i c l e i n f o

Article history:
Received 13 February 2008
Received in revised form 19 May 2008
Accepted 29 May 2008
Available online 5 June 2008

Keywords:

a b s t r a c t

In this paper, a new signal-processing procedure is applied to the optimization of voltammetric determi-
nation of antimony in the presence of copper and the parallel determination of these two elements. The
proposed numerical algorithm for the separation of the overlapping peaks utilizes the continuous wavelet
transform and the inverse continuous wavelet transform. As the base function, the specially defined ded-
icated mother wavelet is used. In its construction the ideal, simulated voltammetric peak is intensively
exploited. This approach, corresponding to the wavelet theory, gives satisfactory signals separation, even
in the cases when they constitute one peak. The possibility of Sb(III) determination is presented in the
Wavelet theory
Dedicated mother wavelet
Overlapping peaks
A
C

case of different distances between copper and antimony peaks and also in 10-, 20- and 50-fold excesses
of Cu. The parallel determination of Cu(II) and Sb(III) is possible even in the case of a 10-fold excess of
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copper. The quality of the

. Introduction

Antimony, a naturally occurring element, is present in the
quatic environment as a result of rock weathering, soil runoff,
tmospheric deposition and human activities. This element is found
n two oxidation states (III and V) in environmental, biological and
eochemical samples [1] but it is a non-essential element for plants,
nimals, and humans. Antimony and its compounds are considered
trong pollutants. The mechanism of antimony toxicity is not well
nown, but it is related to the chemical state—the Sb(III) species is
sually more toxic than Sb(V). Much analytical research has been
evoted to the determination and speciation of antimony and its
ompounds, as a result of environmental and metabolic studies.
ydrid generation atomic absorption spectrometry (HG-AAS) is
ne of the most widely accepted techniques used for these pur-
oses [2–4]. Other optical methods, such as the electrothermal
tomic absorption spectrometry (ET-AAS) [5], inductively coupled
lasma atomic emission spectroscopy (ICP-AES) [6] and inductively
oupled plasma mass spectroscopy (ICP-MS) [7] have also been
escribed. A variety of voltammetric methods have also been pro-

osed, including anodic stripping voltammetry (ASV) on a hanging
ercury drop [9–11] and mercury film electrodes [12], and adsorp-

ive cathodic stripping voltammetry at a hanging mercury drop
lectrode [13–15]. The ASV method with hydrochloric acid as a

∗ Corresponding author. Fax: +48 12 6341201.
E-mail address: jakubows@agh.edu.pl (M. Jakubowska).
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ned results fulfills the requirements of validation.
© 2008 Elsevier B.V. All rights reserved.

upporting electrolyte is very easy to apply. Unfortunately, copper
ons cause strong interferences with Sb(III) because of their similar
eduction potential. To avoid this inconvenience, it is necessary to
se a high concentration of hydrochloric acid (more than 1 M) [16].

Signal processing is a useful step which gives the possibility to
btain desirable results of determination in the optimized exper-
ment. The main problems that are resolved in this type of work
re the smoothing of signals and the separation of the overlap-
ing peaks originating from antimony and copper. Depending on
he experimental conditions, the distance between peaks may be
reater or lower. The lowest distance or even complete overlap-
ing is obtained in the case of the optimal experimental conditions
lowest concentration of HCl), which are more expected.

In electroanalysis, the close reduction energies of some elec-
rochemical processes are the source of the overlapping signals,
herefore the signal-processing numerical algorithms are applied
o resolve these curves and enhance the resolution of the method
f determination. In the effect, the quantitative analysis may be suc-
essfully realized. All the mathematical methods used in the case
f the resolution of overlapping signals belong to soft modeling or
ard modeling groups. From hard methods, curve fitting, Fourier
elf-deconvolution, or wavelet-based algorithms are often applied.
he soft approach uses regression methods based on latent vari-

bles. Some combinations of the aforementioned approaches are
lso applied in quantitative determinations.

The curve-fitting methods used in the resolution of the over-
apping peaks are based on the simulation of complex signals
s the sum of single peak models, using iterative least-square
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inimization [17–20]. In calculation, the arbitrary fitting func-
ion or simulated curves are applied. The other formalism applied
n the separation of the overlapping signals is the Fourier self-
econvolution (FSD) technique. The principle of this method is
o multiply the Fourier transform of the original signal by the
eighting function in the frequency domain, which decays more

lowly, and then to transform the multiplied signal back to the
ime domain. A detailed description of this algorithm in the case
f voltammetric data was given by Pižeta [21] and is based on the
heoretical backgrounds carried out by Engblom and Ivaška [22,23].
ome examples present the successful application of deconvolution
n square-wave voltammetry [24], linear sweep voltammetry (LSV)
25] and differential pulse (DP) polarography [26,27].

There are some disadvantages of the FSD method, and therefore
btaining a successful effect is sometimes difficult. The results of
econvolution seriously depend on the selection of the apodiza-
ion function, its width, the pre- and post-processing of the curves
analyzed and analyzing), and the filtration method (the cut-off fre-
uency of the low-pass filter and its shape). Also, expert experience
lays a great role and has influence on the final effect. The decon-
olution function may be theoretical or even a measured curve of
single signal (not overlapped). An inaccurate correspondence of

xperimental data to prospective theoretical functions may gen-
rate problems. This often happens because voltammetric signals
ary and depend on experimental condition. Additionally, it is nec-
ssary to know the number of signals present in the initial curve.
his method is highly sensitive to noises in the original signal.
n inappropriate effect in deconvolution is the high increase of
oises. The procedure is ineffective in the resolution of overlapping
eaks corresponding to electrode processes with various numbers
f electrons when overlapping signals have a different half-width.
n this case, it is very difficult to define an adequate analyzing func-
ion. Therefore, other algorithms also play an important role in the
econvolution of the overlapping voltammograms.

A new chemometric methodology based on the use of peak
arameters as direct input data into different multivariate calibra-
ion methods is proposed in [28]. This strategy was studied as an
lternative to procedures that apply pretreatment techniques to the
ull voltammograms. Good predictive and effective models were
btained.

The previously mentioned resolution methods still remain
nsatisfactory, particularly when the analysis of interest is severely
asked by components present in larger concentrations. Wavelet

ransformation (WT) has shown great advantages in this field
nd has also been intensively applied in the processing of elec-
rochemical signals. The wavelets theory [29,30], which in the
980s was only a mathematical formalism, found its place in many
ractical applications, from physics, medicine, image processing,
coustics, climatology, and seismology to the compression of data.
he main feature of the wavelet transform is that it decomposes
signal into contributions which represent the information of

ifferent frequencies. They are labeled by a scale and a position
arameter.

In literature there are many examples of the application of
T in the processing of electrochemical signals [31–40]. The

pplication of WT to voltammetry was described in a work by
ang and Chen [31]. They investigated the wavelet packet trans-
orm for white noise and developed an adaptive wavelet filter
hich is useful for the study of fast electron transfer processes.
ao et al. [32] performed a comparison between spline wavelet

moothing and Fourier smoothing in processing the differential
ulse stripping voltammograms and obtained high precision and
ood reproducibility. Also, a B-spline wavelet basis was applied in
oltammetry [33,34]. An on-line wavelet transform algorithm and
evelopment of voltammetric analyzer with the on-line wavelet
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ransform (WT-voltammetric analyzer) is described [35] and suc-
essfully applied in analysis of mixtures of Pb(II) and Tl(I) and also
n a mixture of Cd(II) and In(III).

WT is often applied in the resolution of overlapping signals,
ainly in cases where FSD fails. In [36,37] the CWT with Marr
avelet is applied to find the peak positions in mixed solutions

n voltammetry. The various multivariate calibration [38] methods
multilinear regression (MLR), partial least-square regression (PLS)
nd artificial neural networks (ANN)) may be applied when the
avelet transform is used for future selection prior to calibration.

he DP anodic stripping and seriously overlapping voltammograms
ecorded with the mixture of lead and thallium were consid-
red. In Ref. [39], a signal ratio method combined with a wavelet
ransform was proposed for a resolution of a voltammetric signal
verlapped by other component, to remove or reduce the noise and
ackground. To estimate the number of peaks and find the indi-
idual peak positions in an overlapped DPV curve, a new method
alled maximum spectrum of continuous wavelet transform was
eveloped by extracting the maximum coefficients of continuous
avelet transformation [40].

The main scope of this work consists of the development of
new signal-processing procedure to be applied to the opti-
ization of the voltammetric determination of antimony in the

resence of copper and the parallel determination of the two
ons. In the presented approach, the time–frequency signal anal-
sis realized by the wavelet transform with specially defined
other wavelet is applied. The numerical calculations are real-

zed through the application of the continuous wavelet transform
CWT) and the inverse continuous wavelet transform (iCWT).
s the mother wavelet in these numerical operations, a spe-
ially defined mother wavelet, dedicated for voltammetry, is used.
he main principle of this method is based on dissection of the
ignal into components of different frequency and taking for fur-
her interpretation only those components in which the peaks
re separated and the noise levels are the lowest. The dedi-
ated mother wavelet makes possible the precise resolution of
he overlapping peaks originating from antimony and copper.
herefore, the presented signal-processing procedure based on
avelets may be useful in the determination of antimony in the
resence of copper and parallel determination of antimony and
opper. Also, the method of definition of the dedicated mother
avelet is described. The results of optimization of the signal-
rocessing procedure which relies on selection of the proper
arameters of CWT are presented. Evaluation of the proposed algo-
ithm is realized in different experimental conditions. Because
he antimony and copper peak position depends on the con-
entration of HCl, this parameter was intensively tested in the
im to discover how low concentration gives the possibility of
ignal separation by application of the proposed numerical pro-
edure. Additionally, all measurements were realized by the short
re-concentration time. The short-lasting experimental procedure,
one with a little consumption of the aggressive reagents followed
y the proposed signal-processing algorithm, will have a practical
pplication.

. Theory

Signal processing is also one of the main fields in which wavelets
re used, particularly in electroanalysis, when complex multicom-
onent systems are considered. Many papers present different

pplications of WT, but all of them exploit the base functions
efined in the literature as a mother wavelet. The main novelty of
he presented algorithm is the application of a specially constructed

other wavelet dedicated [41] to the problem under consideration,
.e. denoising and the separation of overlapping peaks.
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In the work the CWT was applied, because this procedure does
ot limit the signal interpretation, leaving the possibility of a free
hoice of transformation parameters. The CWT of the input signal
(t) is expressed as

WTx(a, b) =
∞∫

−∞

x(t)� ∗
ab(t)dt (1)

here the asterisk stands for complex conjugation, while � ab(t)
an be derived from the mother wavelet � (t) by scaling and shifting
ccording to the following formula:

ab(t) = 1∣∣√a
∣∣�

(
t − b

a

)
(2)

The result of the CWT are wavelet coefficients CWTx (a, b), which
re the functions of a and b. The a and b are called scale and transla-
ion parameters, respectively. There are no restrictions to the values
f the indices a, b except that a must be higher than zero. The
oefficient 1/a may be interpreted as a measure of frequency. The
arameter b, on the other hand, indicates the location of the wavelet
indow along the time axis. Thus, by changing a and b, coeffi-

ients CWTx (a, b) can be computed on the entire time–frequency
lane. The observation of the transformed curve by the selected
cales makes it possible to analyze the successive components of
he signal.

Since the purpose of the inverse transform is to reconstruct
he original function from its wavelet coefficients, it involves a
wo-dimensional integration over the scale, parameter a, and the
ranslation, parameter b. The expression for the inverse wavelet
ransform iCWT is

(t) = 1
c

∞∫

−∞

db

∞∫

−∞

1
a2

CWTx(a, b)�ab(t)da (3)

here c is a constant that depends on the choice of wavelet. Eq. (3)
s essentially a superposition integral. Integration with respect to a
ums all the contributions of the wavelet components at location b,
hile the integral with respect to b includes all locations along the

-axis. In the work, summing with respect to a is realized in a differ-
nt way. Through the application of CWT and the various scales, the
btained components are analyzed. The components which include
nly noise are substituted by zero. Therefore, it may be said that
nly these components which are useful and are not distorted by
oise take part in the reconstruction of the signal. The inverse CWT
ay be very useful because not only one frequency component

s considered in calibration process. Whole useful information is
ncluded and therefore the quality of determination may be most
atisfactory. In this case only distorting component are removed.

It is very important that WT is a linear transformation, which
eans that the linear relation between peak heights is preserved

fter CWT and iCWT operations. The calibration line may be calcu-
ated in the wavelet coefficient space, or after the reconstruction of
he signal by iCWT.

In the approach described in the work, the model voltammet-
ic curve was selected as the pattern shape. The generation of that
urve was performed using the algorithm of simulation of electrode
rocesses introduced by Feldberg [42] and [43]. This simulated sig-
al was used as the input for the calculation of the mother wavelet,
hich was done through the application of the numerical method
nnounced by Misiti et al. [44]. The algorithm yields as a result a
unction which is a mother wavelet, and is similar to the pattern
ignal in the sense of least squares. In Fig. 1, the model voltammet-
ic peak is presented together with the obtained mother wavelet,
hich is also a peak-shaped discrete curve, taking the zero value

i
c
w
r
p

ig. 1. Simulated voltammetric peak and the mother wavelet (thick line) defined on
he base of it.

utside the area presented on the figure. The new wavelet dedi-
ated for voltammetry is correctly defined—its square norm equals
ne and fulfils the condition of the zero mean.

In the work, the main proposed signal-processing procedure is
he separation of overlapping peaks. Therefore, the degree of sep-
ration will be expressed using the coefficient R defined as [45]:

= tp2 − tp1

0.5(wp1 + wp2)
(4)

here tp1 and tp2 are the two peak positions on the time axis, and
p1 and wp2 are the widths of peak measured at the bottom. The

esults obtained by applying the proposed algorithm based on the
edicated wavelet may be compared with the effects presented in
ef. [37], where the Marr wavelet was utilized for determining the
eak positions. In that work, successful separation was obtained for
= 0.3 (the same heights of the peaks) and for R = 0.4 (for different
eak heights).

Selection of the optimal scale for CWT plays an important role
o get maximum resolution and sensitivity. Since in the described
xperiment, peaks overlap with different overlap degrees, and the
elation between peak heights also differs, the optimum value of
he scale is dependent on the concentration of analytes and the
oncentration of the HCl. It is necessary to estimate the interval of
ptimal scales for the WT. In this work, signal-to-noise ratio (S/N)
as an evaluation criterion used in the optimization process. As a

ignal amplitude, the difference between the peak extreme and the
xtreme value which separates peaks was calculated. The level of
he noise was expressed by the standard deviation of it. The men-
ioned signal-to-noise ratio was calculated for each curve obtained
y application of the CWT algorithm with the scales from 1 to 200

ncreasing by 1. The maximum of S/N points the optimal scale. The
alculation was done separately for Cu(II) peak and Sb(III) peak. It
as repeated for each curve in the set for calibration because the

elation between the heights of the peaks differs. The described
rocedure is automatic but also a manual correction may be done
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specially in the cases when the optimal scales in the set for calibra-
ion are different for each concentration and changes in the wide
ange. Often the low scales give the satisfactory separation effect
ut the level of the noise may be large. In greater scales curves are
moother and the absolute amplitude of them is greater, but the
eparation is unsuccessful. Therefore, the described criterion may
e applied with great attention.

The generation of the dedicated wavelet and the wavelet trans-
orm were performed using Matlab for MS Windows, Version 7.3,
ith Wavelet Toolbox 3.1. The CWT and iCWT algorithm was writ-

en in Matlab software by the authors. Other computations were
arried out by also homemade software written in C programming
anguage, which expands the advanced version of the numerical
nvironment EAGRAPH dedicated for the Electrochemical Analyzer
A9 (MTM-ANKO, Poland). For the remaining calculations, the Orig-
nPro software (OriginLab Corporation, USA), Version 7.5, was used.

. Experimental

.1. Measuring apparatus and software

A multipurpose Electrochemical Analyzer M161 with the elec-
rode stand M164 (both MTM-ANKO, Poland) was used for all
oltammetric measurements. The classical three-electrode quartz
ell with a volume of 20 mL, consisting of a controlled growth
ercury drop electrode (CGMDE) as the working electrode,
double-junction reference electrode Ag/AgCl/KCl (3 M) with

eplaceable outer junction (3 M KCl), and a platinum wire as an
uxiliary electrode. The ambient temperature was ∼22 ◦C. The
TM-ANKO EAGRAPH software enabled electrochemical measure-
ents, data acquisition and advanced processing of the results.

.2. Chemicals and glassware

All reagents used were of analytical grade and were prepared
sing four times distilled water (two last stages from quartz). A
.01 M standard stock solution of antimony(III) was prepared by
issolving SbCl3 (Aldrich) in 0.4 M HCl. A 0.01 M standard stock
olution of copper(II) was prepared by dissolving copper chlo-
ide (POCh, Poland). Solutions with lower antimony and copper
oncentration were made weekly by appropriate dilution of the
tock solution. A new solution was analyzed in each measurement.
lassware was first immersed in 6 M nitric acid, and then rinsed

epeatedly with distilled water.

.3. Standard procedure of measurements

Measurements were performed using differential pulse anodic
tripping voltammetry (DP ASV). The procedure of refreshing the
ercury drop electrode was carried out before each measurement.
CGMDE electrode prepared in this way was used to deter-

ine antimony and copper. The determination was performed in
he supporting electrolyte: 0.3–0.75 M (total volume 10 ml) con-
ained in a quartz voltammetric cell. The potential of the electrode
as changed in the following sequence: accumulation potential,

acc = −0.4 V accumulation time, tacc = 45 s. During the accumula-
ion step, antimony and copper were deposited while the solution
as being stirred (ca. 500 rpm) using a magnetic stirring bar. Then,

fter a rest period of 5 s, a differential pulse voltammogram was

ecorded in the anodic direction from −0.40 to 0.0 V. The other
xperimental parameters were as follows: step potential, Es = 2 mV,
ulse potential, �E = −25 mV, time step potential, 40 ms (20 ms
aiting + 20 ms sampling time). The measurements were carried
ut in deaerated solutions.

m

b
s
l
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. Results and discussion

Unfortunately, Cu(II) ions are a source of strong interference to
b(III) determination, because of their similar reduction potential.
onsequently, the recorded peaks overlap. This problem may be
esolved in the experimental way, but in this case greater amounts
f the high purity reagents are required, which increases the cost of
he analysis. In this study, some experiments are described in which
he separation of the peaks was realized by applying the proposed
umerical algorithm.

The determination of Sb(III) was realized in the samples in which
u(II) was present in a concentration of 20 ppb. The composition of
he supporting electrolyte was: 10 ml of 0.3, 0.5 and 0.75 M HCl.
maller concentrations of HCl yielded shorter distances between
he peaks of Cu(II) and Sb(III), which made the determination of
hese elements more difficult, or practically impossible (for con-
entrations of HCl lower than 0.5 M). In addition, the problem of
he numerical separation of the peaks becomes more complicated
hen they lie near each other or even have the same position. An

lgorithm which enables the resolution of this task is proposed. In
ll steps of calculation, the dedicated mother wavelet defined ear-
ier was applied. The CWT was realized in the scales 1–250, in steps
f 1.

Experimental curves obtained in the case of the addition of 10 ml
.75 M HCl and for 0.5, 1, 1.5, 2, 2.5, 3 and 3.5 ppb Sb(III) are pre-
ented in Fig. 2a. The Cu and Sb peaks overlap (R = 0.36). The optimal
cale for CWT calculated for curves obtained for increasing concen-
rations of Sb are equal to 30, 40, 46, 51, 55, 59 and 63, respectively.
ecause of the need for preservation of the relation between peak
eights the same scale must be used for each signal. From the inter-
al of optimal scales (30–63) the scale 35 was chosen (Fig. 2b) which
s optimal for lower concentrations of Sb. In these cases, the separa-
ion is more difficult because the difference between peak heights
s greater and the signal from Sb is lower. Additionally, in this scale
he effect of increasing the Cu peak height was removed. The height
f the peak is constant, which corresponds to the experiment. The
ext step of signal processing involved the application of the inverse
WT. Before this step, the signal components which delivered infor-
ation only about noise (in this case, the scales from 1 to 19) and

hose in which peaks were not separated (over 80) were substituted
y zero. The effect of the application of CWT and then the inverse
WT for the selected range of scales is presented in Fig. 2c. After
his transformation, the peaks were also successfully separated. The
btained set of curves was ready for calibration. The transforma-
ion was then also performed for the curves recorded for unknown
oncentrations.

In the case of 10 ml of 0.5 M HCl, the distance between Cu and
b peaks is shorter (R = 0.25). The optimal scales calculated for each
oncentration of Sb are changing from 15 to 57. The continuous
avelet transform realized in the scale 20, and next inverse con-

inuous wavelet transform in the scales 15–25 gives the effect of
uccessful peak separation. Consequently, in these cases the deter-
ination of Sb may be successfully performed. In the experiment

n which 10 ml of 0.3 M HCl were added, effective application of the
ignal-processing procedures was the most difficult. This was due
o the fact that the positions of the Cu and Sb peaks were so near
hat they constituted one peak. In this case the degree of separation,
, is equal to 0.15. Furthermore, in this instance the application of
WT in connection with inverse CWT using the dedicated mother
avelet gave successful peak separation. As the optimal transfor-

ation parameters, the scales 15–20 were used.
In each of the described experiments in which signal processing

ased on the CWT and dedicated mother wavelet was an important
tep, the calibration line was calculated. To satisfy the condition of
inearity, for each curve in the set for calibration the same scale
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F of 20 ppb Cu(II) in 10 ml of 0.75 M HCl: (a) experimental, (b) the same curves after CWT
t nsformation in the scales 20–80.

i
u
a
T
t
c
e
S
n
s
T
9
p
1
s
p

1
f
S
w
o
o
c
o
d
m
i
o
w
t

T
E
t
0

E

1
1
1

F
c

i
a
C
set of curves is shown recorded in 0.5 M HCl for 0.5, 1, 1.5, 2, 2.5, 3
and 3.5 ppb of Sb and 100 ppb of Cu. A voltammograms have a shape
ig. 2. The curves obtained for 0.5, 1, 1.5, 2, 2.5, 3 and 3.5 ppb Sb(III) in the presence
ransformation in the scales 35 and (c) the same curve after application of iCWT tra

n CWT must be chosen. Additionally, the curve recorded for an
nknown concentration must be transformed in the same way
s the other curves used in the calculation of the regression line.
he evaluation of the obtained results was done by calculating
he correlation coefficient r, which represents the quality of the
alibration. In estimation of limit of detection, the propagation of
rrors approach was used [46]. The recovery for concentrations of
b equal to 1.25 and 2.75 ppb were then calculated. The signal-to-
oise ratio was also estimated for the middle concentration in each
et of curves (2 ppb of Sb). The results are presented in Table 1.
he obtained results were: r > 0.999, DL = 0.1 ppb, recovery between
6% and 101.4%. The detection limit for Sb(III) obtained in the com-
arative research was about 0.2 ppb (underground water, 10 ml of
M HCl, pre-concentration time 40 s) [47] and 0.01 ppb (coastal

urface seawater samples, 10 ml of 0.5 M HCl + 0.5NaCl, very long
re-concentration time 600 s.) [16].

Next, the determination of Sb was realized in the presence of
0 ml of 0.5 M HCl and the considerable excess of Cu. The signals
or calibration were recorded for 0.5, 1, 1.5, 2, 2.5, 3 and 3.5 ppb
b(III). In the subsequent experiments the concentration of Cu(II)
as 20, 40 and 100 ppb. The application of WT was preceded by
ptimization of the scale which results are presented in Fig. 3. The
ptimal scale for each concentration of Cu increases with increasing
oncentration of Sb. Similarly the optimal scales for greater excess
f Cu are lower. Equivalently, it may be said that greater scales are
edicated for separation of the peaks which heights differ not so
uch. The optimal scale for CWT for each set of curves for cal-
bration was selected from the interval determined by the values
btained for 0.5 and 3.5 ppb of antimony. Considerably lower scales
ere selected to reach satisfactory results for peaks which separa-

ion was more difficult (i.e. for lower concentrations of Cu). The

able 1
valuation of signal-processing procedures (CWT combined with iCWT) applied in
he experiment of determination Sb in the presence of Cu in 10 ml of 0.3, 0.5 or
.75 M

lectrolyte r DL (ppb) Recovery (%) S/N

0 ml 0.3 M HCl 0.9991 0.1 98–101 91
0 ml 0.5 M HCl 0.9996 0.1 96–101 186
0 ml 0.75 M HCl 0.9995 0.1 98.7–101.4 988

o
f

T
E
a
o

S

S

ig. 3. Optimal values of scale for determination of Sb in 10 ml of 0.5 M HCl and
onsiderable excess of Cu: squares, 20 ppb; circles, 40 ppb; triangles, 100 ppb.

nverse CWT was realized for scales in which peaks are clearly sep-
rated. The interval was larger than for optimization of scale for
WT. The results of calibration are presented in Table 2. In Fig. 4a, a
f one peak. After iCWT realized by scales 12–35 peaks are success-
ully separated (Fig. 4b). The position of the peaks is identical like

able 2
valuation of signal-processing procedures (CWT and CWT followed by iCWT)
pplied in the experiment of determination of Sb in10 ml of 0.5 M HCl with excess
f Cu

r DL (ppb) Recovery (%) S/N

b, 20-fold excess of Cu
CWT 0.9997 0.08 95–101 63.3
CWT + iCWT 0.9989 0.14 90–106 99.5

b, 50-fold excess of Cu
CWT 0.9994 0.11 95–102.5 58.6
CWT + iCWT 0.9983 0.17 95–104 49.9
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ig. 4. Determination of Sb in 10 ml of 0.5 M HCl and 50-fold excess of Cu: (a) voltam
nd (b) the same curves after CWT transformation followed by inverse CWT (scales

n separate measuring voltammograms for Cu and Sb. The linearity
f Sb(III) is greater than 0.998. Linearity and recovery fulfills the
evels demanded in validation of the method.

The signal-processing procedures were then tested in the case of
he parallel determination of the Cu and Sb. For calibration, Cu con-
entrations of 5, 10, 15, 20, 25, 30 and 35 ppb were selected (Fig. 5a).
he corresponding concentrations of Sb were ten times lower in
ach case. The experiment was realized in a solution containing
0 ml of 0.5 M HCl. The optimization of the scale was realized sepa-
ately for copper and antimony by calculation of the signal-to-noise
atio for each curve from the calibration set and for the scale from
to 200 increased by 1. The results of the optimization process are

resented in Fig. 6. The optimal scale is the same for each concen-
ration of Cu and for this element is equal to 43 or 44. There is a not
reat difference with the optimal scale for antimony which for all
oncentration takes the value 46 or 47. Lack of change in the scales is

a
e
n
c

ig. 5. Parallel determination of Cu and Sb in 10 ml of 0.5 M HCl: (a) voltammograms for
he same curves after CWT transformation by the scale 44.
rams Sb (0.5, 1, 1.5, 2, 2.5, 3 and 3.5 ppb) and constant concentration 100 ppb of Cu
).

onnected with the fact that that relation between the peak heights
n the curves is the same. The curves were transformed using CWT

ith the optimal scale 44 (Fig. 5b). The coefficients which are usu-
lly used to evaluate the quality of determination are presented in
able 3. The calculated values are separately given for calibration
nd determination of Cu and Sb, and additionally for two differ-
nt signal-processing procedures: CWT only, and CWT combined
ith inverse CWT realized using the optimized parameters. The

btained coefficients fulfill the validation criteria which are most
ften required. The linearity expressed by the correlation coeffi-
ient is always greater than 0.995, the detection limit is equal to
.6 ppb or even lower for copper, and 0.12 ppb for antimony. The DL

chieved for Sb is one order of magnitude lower than that which is
xpected, as Cu and Sb concentrations can be found in such ratios in
atural samples. Additionally, the obtained level of the determined
oncentrations is sufficient for the mentioned samples. The recov-

Cu (5, 10, 15, 20, 25, 30 and 35 ppb) and Sb (0.5, 1, 1.5, 2, 2.5, 3 and 3.5 ppb) and (b)
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Fig. 6. Optimization of the scale in parallel determination of Cu and Sb in 10 ml of 0.5 M HCl: (a) S/N for Cu (5, 10, 15, 20, 25, 30 and 35 ppb) and (b) S/N for Sb (0.5, 1, 1.5, 2,
2.5, 3 and 3.5 ppb). S/N increases for increasing concentrations.

Table 3
Evaluation of signal-processing procedures (CWT and CWT connected with iCWT) applied in the experiment of parallel determination of Cu and Sb in10 ml of 0.5 M HCl

r DL (ppb) Recovery for 12.5 ppb (%) Recovery for 27.5 ppb (%) S/N

Cu
CWT 0.9953 2.9 102.2 105.9 154.7
CWT + iCWT 0.9986 1.6 98.7 103.6 76.8
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CWT 0.9990 0.13
CWT + iCWT 0.9991 0.12

ry was measured and calculated for different concentrations, i.e.
2.5 and 27.5 ppb for Cu, and 1.25 and 2.75 ppb for Sb. The obtained
ecovery was between 96.8% and 105.9%. The signal-to-noise ratio
hanged in the range from 77 to 253. Finally, it was observed that
he results did not differ much, regardless of which of the two dif-
erent signal-processing procedures – CWT only, or CWT followed
y the inverse CWT – was applied.

. Conclusions

The new signal-processing procedure applied for the purpose
f optimizing the determination of antimony in the presence of
opper and the parallel determination of these two elements was
escribed. The possibility of Sb(III) determination in the case of 10-,
0- and 50-fold excess of Cu(II) and the parallel determination of
u(II) and Sb(III) even in the case of a 10-fold excess of copper was
resented.

The algorithm operates using CWT only or CWT in connec-
ion with the inverse CWT. As the wavelet function, the specially
edicated for voltammetry mother wavelet was defined. The opti-
ization of the experiment was realized in order to limit the usage

f HCl. The mentioned limitation is connected with the decrease
f the distance between Cu and Sb peaks positions. In this work,
t was shown that even in the case of very little additions of HCl

10 ml of 0.3 M), when the two mentioned peaks constitute one
eak, separation is still possible. The proposed method with dedi-
ated wavelet allows for separate peaks when the degree of overlap
is equal to 0.15 and the heights of the peaks are different, what

s far better than for any previously proposed method. The results
103.6 252.9
103.6 168.8

f the parallel determination of copper and antimony carried out
ith the application of the proposed signal-processing procedure,
hich intensively uses the specially constructed dedicated mother
avelet, are also satisfactory (r equal even to 0.9991, recovery
etween 96.9% and 105.9%, S/N = 155 for Cu and 253 for Sb). The
ptimized transformation parameters result in a DL of 1.6 ppb for
opper, and 0.12 ppb for antimony. These detection limits are suf-
cient, e.g. for the determination of Cu and Sb in natural oceanic
ater samples. It is very important that the time of determination

s very short because of the short pre-concentration step. The short-
asting experimental procedure done with a little consumption of
he aggressive reagents followed by the proposed signal-processing
lgorithm has a practical application.
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a b s t r a c t

The extraction and transesterification of soil lipids into fatty acid methyl esters (FAMEs) is a useful tech-
nique for studying soil microbial communities. The objective of this study was to find the best solvent
mixture to extract soil lipids with a pressurized solvent extractor system. Four solvent mixtures were
selected for testing: chloroform:methanol:phosphate buffer (1:2:0.8, v/v/v), chloroform:methanol (1:2,
v/v), hexane:2-propanol (3:2, v/v) and acetone. Soils were from agricultural fields and had a wide range
of clay, organic matter and microbial biomass contents. Total lipid fatty acid methyl esters (TL-FAMEs)
were the extractable soil lipids identified and quantified with gas chromatography and flame ioniza-
tion detection. Concentrations of TL-FAMEs ranged from 57.3 to 542.2 n mole g−1 soil (dry weight basis).
The highest concentrations of TL-FAMEs were extracted with chloroform:methanol:buffer or chloro-
form:methanol mixtures than with the hexane:2-propanol or acetone solvents. The concentrations of
TL-FAMEs in chemical groups, including saturated, branched, mono- and poly-unsaturated and hydroxy
fatty acids were assessed, and biological groups (soil bacteria, mycorrhizal fungi, saprophytic fungi and
higher plants) was distinguished. The extraction efficiency for the chemical and biological groups followed
the general trend of: chloroform:methanol:buffer ≥ chloroform:methanol > hexane:2-propanol = acetone.
Discriminant analysis revealed differences in TL-FAME profiles based on the solvent mixture and the soil

type. Although solvent mixtures containing chloroform and methanol were the most efficient for extract-
ing lipids from the agricultural soils in this study, soil properties and the lipid groups to be studied should
be considered when selecting a solvent mixture. According to our knowledge, this is the first report of soil
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. Introduction

Soil lipids are chemically and biologically diverse, since they
ome from plant, animal and microbial cells. The characterization of
atty acid biomarkers from the total lipids, phospholipids and neu-
ral lipids, as well as their stable isotope composition [1], can reveal
hanges in the structure, nutritional status and living biomass of soil

icrobial communities [2–4]. Fatty acids that are unique or very

bundant in the cell membranes of certain microbial groups (e.g.,
acteria, fungi, algae, protozoa) serve as biomarkers for detecting
he presence of these groups. Some biomarkers are specific for more
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propanol or acetone in a pressurized solvent extraction system.
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arrowly defined groups, such as those that distinguish arbuscu-
ar mycorrhizal fungi from heterotrophic fungi or biomarkers that
an discriminate microorganisms at the genus and species levels
5].

Fatty acid biomarkers are measured following the extraction and
ransesterification of soil lipids. The classical method of extracting
oil lipids uses a solvent mixture containing a citrate or phosphate
uffer, chloroform and methanol [6–8]. However, Tunlid and White
9] mentioned that the efficiency of chloroform:methanol:buffer

ixture in extracting soil lipids was never fully investigated. Chlo-
oform:methanol mixtures are efficient at extracting lipids from
any biological media [10,11], but it is not known if these solvents

re the best for extracting soil lipids, considering that clay particles
nd organic matter could interfere with lipid extraction [7,12,13].

ressurized solvent extraction (PSE) is a technology that accler-
tes soil lipid extraction, reduces human contact with solvents, and
educes the volume of solvents used [14–17]. A comparative study
f soil lipid extraction efficiency with different solvent mixtures in
PSE system remains to be performed.
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Three solvent mixtures may be good alternatives to the chlo-
oform:methanol:buffer mixture commonly used to extract soil
ipids, namely chloroform:methanol, hexane:2-propanol and ace-
one. Lipids are extracted more rapidly with a chloroform:methanol

ixture than with chloroform:methanol:buffer, which requires a
engthy post-extraction step of phase separation to remove non-
ipid molecules such as amino acids and carbohydrates extracted
y the buffer solution. Hexane:2-propanol is effective in extracting
ipids from biological tissues and is considered to have the same
xtraction efficiency as chloroform:methanol, but with lower tox-
city [6,18–20]. However, the performance of hexane:2-propanol
aries among biological tissues. For example, Schäfer [21] showed
hat more fatty acids contained in cereal and yolk lipids were
xtracted using hexane:2-propanol than chloroform:methanol,
ut muscle lipids were extracted more efficiently with chloro-
orm:methanol than other solvent mixtures. Acetone has lower
oxicity than the other mixtures mentioned above, and is capable
f extracting lipids from Eucalyptus globulus wood [22] and wheat
rains [23]. Despite these findings, there are no reports describ-
ng the application of hexane:2-propanol or acetone to extract soil
ipids, so this remains to be tested.

The objective of this research was to compare solvent mixtures
or extracting lipids from soil with a PSE system and to characterize
he extracts based on the chemical structure (e.g., saturated, mono
nsaturated and poly unsaturated fatty acids) as well as the biolog-

cal origin (e.g., fatty acid biomarkers of bacteria, mycorrhizal fungi,
aprophytic fungi, higher plants/faunal biota) of their TL-FAMEs.

. Experimental

.1. Soil collection and handling

The soils used in this study (mixed, frigid Typic Endoaquents)
ere collected from the top 15 cm of agricultural fields in south-
estern Québec, Canada in August 1999 (soil 4) and September

999 (soils 1, 2 and 3), prior to crop harvest. Each soil sample was a
omposite of seven cores (15 cm long, 3 cm intenal diameter) col-
ected randomly from the field. After collection, half of each soil
ample was air-dried, passed through a 2 mm mesh sieve, stored
t room temperature and used for soil physical and chemical anal-
sis, while the other half was frozen immediately and stored at
20 ◦C until microbial biomass carbon and lipid analysis was con-
ucted. Agricultural practices at the collection sites and selected
oil characteristics are reported in Table 1.

.2. Reagents and glassware
All organic solvents used in this study were high pressure
iquid chromatography (HPLC) grade. Glassware was rinsed with

ethanol and chloroform or placed in a furnace at 360 ◦C for at least
h before use. Laboratory equipment that did not tolerate heating

C
a
d
f
t

able 1
elected properties of the soils (Typic Endoquents, 0–15 cm depth) used in the experimen

oil Tillage systema Crop pHb OMc (g kg−1) Sandd (g kg−1)

CT Soybean 8.0 23.5 211
NT Soybean 6.8 45.1 543
NT Soybean 7.0 69.1 0
CT Bean 6.1 263.3 149

a CT: conventional tillage, NT: no-tillage.
b Soil:water extracts (1:2 soil:solution ratio) [43].
c Organic matter (OM) determined by loss on ignition (360 ◦C for 4 h).
d Particle-size analysis [44].
e SMB-C is soil microbial biomass C, mean (±standard error of mean) of three replicate
77 (2008) 195–199

as rinsed with methanol and then chloroform, and allowed to dry
t room temperature (20 ◦C) before use.

.3. Pressurized solvent extraction (PSE) system

Soil lipids were extracted with an ASE 200 accelerated solvent
xtractor (Dionex Corporation, Sunnyvale, CA, USA). Operating con-
itions consisted of one heating cycle at 80 ◦C and 8280 kPa during
min, three static cycles of 15 min each at the same temperature
nd pressure, rinsing of the transfer lines and sample cell with the
olvent and purging with N2 for 180 s between each sample [14].
riplicate samples of each composite soil (6–8 g of freeze-dried soil)
ere packed into separate 11 mL stainless steel ASE vessels, sealed

t both ends with circular cellulose filters to prevent soil particles
rom entering the extractor. The following solvent mixtures were
sed: (a) chloroform:methanol:phosphate buffer (1:2:0.8, v/v/v),
b) chloroform:methanol (1:2, v/v), (c) hexane:2-propanol (3:2,
/v) and (d) acetone. Additional chloroform and buffer were added
o the extracts from solvent mixture (a) to facilitate separation of
he aqueous and organic phases, so the final composition of the
hloroform:methanol:phosphate buffer was 2:2:1.8 (v/v/v). This
rocedure produced 48 extracts (four soils × three replicates × four
olvent mixtures), each containing 20–25 mL of soil lipids and sol-
ents. The organic phase was evaporated under N2 gas.

.4. Quantification and identification of TL-FAMEs from
xtractable soil lipids

TL-FAMEs were prepared by mild alkaline methanolysis of
otal soil lipid extracts [8]. After drying extracts completely under
2, they were redissolved with 1 mL of iso-octane containing
5 ng �L−1 of methyl-nonadecanoate (C19:0) internal standard.
he resulting mixture of TL-FAMEs (5 �L injected) were analyzed
n split mode (50:1) with a gas chromatograph (Hewlett Packard
890) equipped with a Simplicity Wax capillary column (cross-

inked polyethylene glycol; length, 30 m; film thickness, 0.33 �m;
upelco 2-4326), He as carrier gas (constant at 9.5 psi) and a flame
onization detector. The oven temperature was initially set at 60 ◦C,
hen raised to 150 ◦C (10 ◦C min−1) and held for 5 min, after which
t was raised by 3 ◦C min−1 to a final temperature of 230 ◦C and held
or 20 min. Inlet and detector temperatures were 200 ◦C and 250 ◦C,
espectively. The linear flow velocity was at 32 cm s−1.

Identification of peaks was based on comparison of retention
imes to known standards (Supelco 37 Component FAME Mix
at.#47885-U; Supelco Bacterial Acid Methyl Esters cat.#47080-U;
atreya PUFA-2 cat.#1081; Matreya Bacterial Acid Methyl Esters
P Mix cat.#1114; Matreya cis-11-Hexadecenoic Acid cat.#1208
nd Matreya 10-Methyloctadecanoate cat.#1763), used directly or
erivatized if needed, containing FAMEs with chain length ranging
rom 8 to 24 carbon atoms. These standards permitted the iden-
ification and quantification of 53 different FAMEs from the total

t

Siltd (g kg−1) Clayd (g kg−1) Textural class SMB-Ce (mg C kg−1)

339 450 Clay 153.7 ± 10.3
283 174 Sandy loam 215.3 ± 18.4
205 795 Clay 384.8 ± 11.1
418 433 Silty clay 452.3 ± 23.2

measures. SMB-C = chloroform labile C/KEC, using a KEC of 0.45 [45].
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oil lipid extract, hereafter defined as a TL-FAME (single FAME)
r TL-FAMEs (groups of FAMEs with similar chemical or biological
haracteristics).

The concentration of each identified TL-FAME (nmoles per gram
ry soil (DS)) was calculated relative to the C19:0 internal stan-
ard, which was present in each sample at 25 ng �L−1 (0.080 nmol
19:0 �L−1). The contribution of each identified TL-FAME to the
otal concentration of TL-FAMEs (summed concentration of all
xtracted soil lipids that were identified with the standards listed
bove) in a sample was expressed as mole fraction (relative rich-
ess, % mole) and used in the multivariate analysis.

.5. FAME nomenclature, chemical and biological groups

We used the standard �-nomenclature (A:B�C) for designating
he fatty acids [24] where “A” represents the number of carbon in
he fatty acid, “B” the number of unsaturation and “C” the position
f the double bond closest to the omega (distal) carbon. Identified
AMEs were grouped according to their chemical group (straight
nd branched saturated, mono- and poly-unsaturated, and hydroxy
ubstituted fatty acids) and biological origin (biomarkers of bacte-
ia, mycorrhizal fungi, saprophytic fungi, higher plant/faunal biota,
eneral biota). Biological groups were distinguished with the fol-
owing TL-FAMEs: bacteria (i-15:0, a-15:0, 15:0, i-16:0, 16:1�7,
-17:0, 3-OH-12:0, 17:0, 17:1�7, 17:0cy, 18:1�7, 10Me18:0), myc-
rrhizal fungi (16:1�5c), saprophytic fungi (18:1�9c/t, 18:2�6c/t,
8:3�6, 18:3�3) and a general biotic marker (16:0) [2,4,25–32].
ll TL-FAMEs with 20 and more carbons (20:0, 21:0, 22:0, 23:0,
4:0, 20:1�9, 20:2�6, 20:3�3, 20:3�6, 20:4�6, 20:5�3, 22:1�9,
2:2�6, 22:4�6, 22:5�3, 22:6�3, 24:1�9) were categorized as TL-
AMEs ≥20 C because of the diverse origins (bacterial and fungal
ells, plants, protozoa and other animals) of soil lipids in this group
2,4,33–36].

.6. Statistical analysis
The effect of solvent mixtures on the quantity of TL-FAMEs
nmol g−1 DS, %mole) in the chemical and biological groups was
etermined with one-way analysis of variance using CoStat, version
.003 (CoHort Software, Monterey, CA, USA). A post-hoc least sig-

i
h
t
s
3

able 2
ummed concentration (total TL-FAMEs) and chemical groups (SAFAs, saturated fatty acid
ith various solvents using a PSE system (All values are in nmol g−1 DS)

olvent mixture Total TL-FAMEs StraightSAFAs

oil 1
Acetone 59.7 c 25.0 c
Chloroform:methanol 101.0 b 38.2 b
Chloroform:methanol:buffer 167.1 a 49.4 a
Hexane:2-propanol 57.3 c 26.4 c

oil 2
Acetone 136.1 c 66.4 b
Chloroform:methanol 216.2 b 91.7 a
Chloroform:methanol:buffer 282.1 a 93.4 a
Hexane:2-propanol 137.2 c 63.4 b

oil 3
Acetone 242.9 b 85.7 b
Chloroform:methanol 360.6 a 122. 2a
Chloroform:methanol:buffer 361.7 a 121.8 a
Hexane:2-propanol 216.8 b 77.6 b

oil 4
Acetone 493.5 ab 297.8 a
Chloroform:methanol 542.2 a 321.7 a
Chloroform:methanol:buffer 438.8 b 233.9 b
Hexane:2-propanol 346.2 c 215.3 b

or each soil (Typic Endoquents), mean values in a column with the same letters are not s
77 (2008) 195–199 197

ificant difference test at ˛ = 0.05 was used to compare treatment
eans. Discriminant analysis (DA) were performed with the TL-

AMEs dataset (in %mol, transformed with log10 (x + 1) to achieve
ormality in the dataset) to test the discrimination of TL-FAMEs
ue to solvent mixture and soil type using SYSTAT software, ver-
ion 10 (Systat Software Inc., Richmond, CA, USA). Values presented
n graphs and tables are untransformed means followed by the
tandard errors of the mean (n = 3) for each soil.

. Results and discussion

Soils had diverse characteristics (Table 1), but are representative
f agricultural soils in southwestern Québec. The TL-FAME concen-
rations ranged from 57.3 to 542.2 nmol g−1 DS (Table 2). This range
s similar to the 160.8–341.2 nmol g−1 DS of TL-FAMEs reported for
gricultural soils from the Central and San Joaquin Valleys of Cali-
ornia using the Microbial Identification System (MIS, Microbial ID
nc., Newark, DE, USA), another method for characterizing soil lipids
37]. In soils 1 and 2, the TL-FAME concentration of the soil lipids
as more efficiently extracted with chloroform:methanol:buffer

han other used solvents (Table 2). Chloroform:methanol:buffer
nd chloroform:methanol mixtures gave higher TL-FAME concen-
rations than hexane:2-propanol or acetone in soil 3, whereas in soil
, chloroform:methanol:buffer, chloroform:methanol and acetone
xtracted soil lipids more efficiently, when compared to hexane:2-
ropanol (Table 2). These results are consistent with other studies
howing chloroform:methanol mixtures to be the most efficient for
xtracting lipids from biological materials [10,38,39]. Regardless of
he solvent used, the TL-FAME concentration followed the order
oil 4 > soil 3 > soil 2 > soil 1, which may be related to the organic
atter and soil microbial biomass carbon content of these soils.

.1. Chemical and biological groups of TL-FAMEs

Lipids can be selectively solubilized by organic solvents, depend-

ng on structural features such as the proportion of nonpolar
ydrocarbons in the fatty acids or other aliphatic moieties and
he presence of polar functional groups, such as phosphate and
ugar moieties [10]. Soil TL-FAMEs contained between 26.8 and
42.0 nmol g−1 DS of total saturated fatty acids (SAFAs), the sum

s; UFAs, unsaturated fatty acids; HYFA, hydroxyl fatty acid) of soil lipids extracted

BranchedSAFAs MonoUFAs PolyUFAs HYFAs

1.8 c 11.0 c 21.6 c 0.3 c
5.6 b 21.5 b 34.7 b 0.9 b

16.7 a 51.1 a 47.0 a 2.8 a
1.8 c 9.7 c 19.1 c 0.4 c

4.4 c 21.5 c 42.9 c 0.9 c
13.2 b 41.9 b 66.7 b 2.6 b
31.5 a 73.0 a 79.4 a 4.8 a
4.1 c 20.2 c 48.9 c 0.7 c

4.0 c 28.9 b 124.3b c 0.0 c
13.5 b 69.8 a 153.3 a 1.9 b
30.6 a 70.1 a 135.6 b 3.6 a

4.8 c 20.2 b 114.3 c 0.0 c

6.4 c 24.1 b 164.8 a 0.7 b
20.3 b 43.7 a 153.2 a 3.2 a
27.7 a 54.7 a 119.8 b 2.6 a

6.0 c 18.0 b 107.0 b 0.0 c

ignificantly different (LSD Test, p < 0.05, n = 3).
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Table 3
Summed concentration (total TL-FAMEs) and biological groups (described in the Experimental section) of soil lipids extracted with various solvents using a PSE system (All
values are in nmol g−1 DS)

Solvent mixture Total TL-FAMEs Bacteria Mycorrhizae Fungi FAMEs ≥ 20C General biomass marker 16:0

Soil 1
Acetone 59.7 c 5.8 c 1.4 c 12.4 c 30.6 c 4.5 c
Chloroform:methanol 101.0 b 15.3 b 3.7 b 16.5 b 49.8 b 8.1 b
Chloroform:methanol:buffer 167.1 a 44.7 a 10.6 a 25.2 a 61.0 a 13.7 a
Hexane:2-propanol 57.3 c 6.2 c 1.3 c 9.9 d 31.0 c 4.2 c

Soil 2
Acetone 136.1 c 13.0 c 3.7 c 19.1 c 82.1 b 8.4 c
Chloroform:methanol 216.2 b 31.7 b 7.8 b 28.5 b 117.1 a 16.1 b
Chloroform:methanol:buffer 282.1 a 72.9 a 15.4 a 37.1 a 118.2 a 22.5 a
Hexane:2-propanol 137.2 c 11.6 c 3.5 c 14.4 d 91.8 b 7.3 d

Soil 3
Acetone 242.9 b 9.6 c 3.6 c 42.7 160.1 c 13.8 c
Chloroform:methanol 360.6 a 26.1 b 8.5 b 46.9 236.1 a 22.2 b
Chloroform:methanol:buffer 361.7 a 68.3 a 17.1 a 47.7 178.8 b 28.1 a
Hexane:2-propanol 216.8 b 9.6 c 3.7 c 36.2 143.8 d 12.8 c

Soil 4
Acetone 493.5 ab 15.8 c 2.4 c 39.5 a 321.3 a 37.1 bc
Chloroform:methanol 542.2 a 45.5 b 5.7 b 49.4 a 283.9 b 59.1 a

9.6 a
2.0 c
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f
generally more efficient at extracting TL-FAMEs from soil than
hexane:2-propanol and acetone. Hexane (a hydrocarbon sol-
vent) was expected to extract nonpolar lipids efficiently, while
polar lipids should be soluble in 2-propanol (a polar sol-
Chloroform:methanol:buffer 438.8 b 61.0 a
Hexane:2-propanol 346.2 c 14.1 c

or each soil (Typic Endoquents), mean values in a column with the same letters ar

f straight SAFAs and branched SAFAs (Table 2). Straight SAFAs
ere the most common, accounting for 29.6–62.2% of the total

oil TL-FAMEs. The concentration of total unsaturated fatty acids
UFAs), which are composed of monoUFAs (monounsaturated fatty
cids) and polyUFAs (polyunsaturated fatty acids), ranged from
8.8 to 223.1 nmol g−1 DS (Table 2). MonoUFAs accounted for
.9–30.6% of the soil TL-FAMEs, but the polyUFAs were more com-
on (27.3—52.7% of the soil TL-FAMEs). The 3-OH-12:0 hydroxy

atty acid (HYFA) was less than 2% of the soil TL-FAMEs and concen-
rations ranged from 0.0 to 4.8 nmol g−1 DS (Table 2). Soils extracted
ith chloroform:methanol:buffer or chloroform:methanol mix-

ures had higher straight SAFA, branched SAFA, monoUFA,
olyUFA and HYFA concentrations than soils extracted with
exane:2-propanol or acetone, except in soil 4, where chloro-

orm:methanol and acetone yielded the highest concentrations
Table 2).

The TL-FAMEs were used to distinguish the biological origin
f soil lipids. We found that bacteria contributed 3.2—26.8% of
L-FAMEs, mycorrhizal fungi 0.5—6.3% of TL-FAMEs and sapro-
hytic fungi 7.8—20.8% of TL-FAMEs (Table 3). The general microbial
iomass marker, 16:0, represented 5.3—10.9% of the TL-FAMEs
Table 3). We also found that 36.5—66.9% of the TL-FAMEs were
20C, which suggests these lipids were derived from higher plants
nd animals (Table 3). Data on TL-FAMEs ≥20C are not often
resented in papers oriented towards soil microbial community
ynamics because these fatty acids are not typically biomarkers of
acteria and fungi. However, when they are monitored, TL-FAMEs
20C normally represent a larger pool of fatty acids than those
f microbial origin [35,40]. Jandl et al. [35] reported that these
ong chain TL-FAMEs came from above- and below-ground crop
esidues, animal manure and a variety of soil organisms (protozoa,
ematodes, etc.). Soils extracted with chloroform:methanol:buffer
r chloroform:methanol mixtures had higher concentrations of
ll investigated biomarkers than soils extracted with hexane:2-

ropanol or acetone (Table 3). An exception was found for soil 4,
here acetone extracted more efficiently fungal biomarkers and

L-FAMEs ≥20C (Table 3).
The chloroform:methanol:buffer mixture contains an aque-

us buffer as well as polar solvents (chloroform and methanol)

F
f
w
m
f
T

39.8 a 216.3 c 46.5 b
27.1 b 204.8 c 30.8 c

ignificantly different (LSD Test, p < 0.05, n = 3).

nd it has been suggested that this type of monopha-
ic solution should have a greater ability to break polar
onds and extract lipids from biological materials than the
hloroform:methanol mixture alone [6]. Certainly, the chloro-
orm:methanol:buffer and chloroform:methanol mixtures were
ig. 1. Discriminant analysis of the TL-FAMEs from soil lipids extracted with
our solvent mixtures using a PSE system. Scores plots of discriminant analysis
ere grouped according to (a) the solvent mixture, and (b) the soil type. Solvent
ixtures are identified as A (acetone), CM (chloroform:methanol), CMB (chloro-

orm:methanol:buffer) and HP (hexane:2-propanol). Soil types are described in
able 1. Data are mean scores and the standard errors of the mean (n = 3).
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ent). However, 2-propanol has lower polarity than methanol,
hich explains the lower recovery of polar lipid classes and

otal TL-FAMEs with the hexane:2-propanol mixture than with
he chloroform:methanol:buffer and chloroform:methanol mix-
ures. Acetone is a solvent of medium polarity often used to
xtract simple lipids and glycolipids or precipitate phospho-
ipids [11], but it was not generally efficient at extracting soil
L-FAME from different chemical groups and diverse biological ori-
ins.

Discriminant analysis, based on the individual TL-FAMEs iden-
ified from soil lipid extracts, provided significant discrimination
etween solvent mixtures and soil types (Wilks’ lambda = 0.000
t p < 0.00005 for all discriminant analysis tests) (Fig. 1a and
). The best discriminating variables selected by the automatic
ackward stepwise procedure allowed us to correctly classify
8% of the solvent mixtures and 100% of soils (Fig. 1a and
). There is a clear difference in the chemical and biological
roups of TL-FAMEs extracted by the four solvents tested in
his study. Discriminate analysis also confirms that lipid pro-
les, revealed by TL-FAME analysis, can distinguish soils that
re known to have diverse chemical, physical and biological
roperties. Whether more subtle changes in the chemical and
iological groups of TL-FAMEs within a particular soil (i.e., as
result of experimental treatments or environmental changes)

an be detected with this technique is beyond the scope of
his study, but has been demonstrated by other researchers
9,16,32,41].

. Conclusions

Fatty acids are major building blocks for many classes of lipids,
ncluding acylglycerols and phospholipids, and are widely used as
iomarkers in microbial ecology and to characterize soil micro-
ial communities. We found that chloroform:methanol:buffer
r chloroform:methanol extracted TL-FAMEs from soil more
fficiently than the hexane:2-propanol and acetone solvent
ixtures. The TL-FAME concentration attributed to rele-

ant soil chemical and biological groups was affected by the
ype of solvent used, with improved extraction efficiency for
hloroform:methanol:buffer ≥ chloroform:methanol > hexane:2-
ropanol = acetone. It is challenging to determine whether solvent
ixtures permit quantitative extraction of soil lipids. Spiking a

oil with a known concentration of a particular lipid may seem
ike a plausible option to evaluate the extraction efficiency of
olvent mixtures, except that soils are biologically active and there
s a high probability that newly-added lipids would be rapidly

etabolized by soil microorganisms. Real soil lipids are probably
tabilized physically or chemically and thus resist microbial break-
own. Some reports [7,12,13] indicate that solvent mixtures can
ecome saturated in soils with high soil organic matter content,
ue to the presence of readily available organic molecules (not
ecessarily lipids). In such cases, longer extraction times, a higher
olvent mixture:sample ratio, or a solvent mixture containing
ore chloroform would be required to generate a representative
ipid sample. For example, Iverson et al. [42] showed that marine
issues containing > 2% lipids were extracted more efficiently
ith a chloroform:methanol (2:1, v/v) mixture than a chloro-

orm:methanol (1:2, v/v) mixture. These considerations deserve
urther investigation in soils.
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a b s t r a c t

To establish an immunoassay for baicalin (BA), a hybridoma cell line (9D6) secreting a monoclonal antibody
(MAb) against BA was prepared by cell fusion with splenocytes derived from a mouse immunized with
BA–bovine serum albumin (BSA) conjugate and a myeloma cell line, SP2/0-Ag14. MAb 9D6 shows specific
reactivity against BA and its aglycone, baicalein, but not against other natural products. We developed
an enzyme-linked immunosorbent assay (ELISA) using MAb 9D6 in a competitive manner, ranging from
200 ng/mL to 2 �g/mL. After validating the developed ELISA on the basis of intra- and inter-assays and a
Keywords:
Baicalin
Monoclonal antibody
E
S

recovery experiment, it was found that the ELISA was not only simple, but also sufficiently reliable and
accurate for quality control of Scutellariae Radix. It allowed determination of BA in complex and mixed
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materials, such as Kampo

. Introduction

Baicalin (BA) is the most abundant compound among more
han 30 kinds of flavonoids, such as baicalein, wogonin, and wogo-
in 7-O-�-d-glucuronide, in Scutellaria baicalensis Georgi (Fig. 1
abiatae). BA has been reported to have anti-allergic [1], anti-
nflammatory [2], anti-HIV [3,4], anti-cancer [5,6], anti-oxidant,
nd free-radical scavenging effects [7,8]. Recently, we found that
A must be the most important component in the defense mech-
nism including oxidative burst against plant disease and insect
ttack [9,10]. Scutellariae Radix (S. Radix), which is the dried root of
. baicalensis, is one of the most important crude drugs used widely
n Kampo medicines in Japan. Because BA shows these character-
stics, the concentration of BA in S. Radix used clinically should be
10% (w/w), as defined by the 15th edition of Japanese Pharma-
opoeia. Kampo medicines containing S. Radix, which are clinically
mportant, occasionally cause side effects [11]. For example, inter-
titial pneumonia has been aggravated if Shosaikoto containing S.
adix and interferon (IFN)-� are used for treatment of chronic liver
iseases. In this case, baicalein is believed to be a candidate in this

ide effect [12]. Therefore, concentrations of baicalein and BA which
s hydrolyzed to give baicalein in body fluids should be monitored
recisely in Kampo medicines.

∗ Corresponding author. Tel.: +81 92 642 6668; fax: +81 92 642 6668.
E-mail address: htanaka@phar.kyushu-u.ac.jp (H. Tanaka).
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Various analytical approaches have been investigated for
he determination of BA in S. Radix, Kampo medicines,
nd biogenic materials. Thin-layer chromatography and gas
hromatography–mass spectrometry were applied to qualitative
nalysis of BA [13]. High-performance liquid chromatography
HPLC) with ultraviolet detection has been adopted as a quality
ontrol for S. Radix in Japanese Pharmacopoeia. HPLC with electro-
hemical detection showed a high sensitivity in the pharmacoki-
etic study of BA [14–16]. To establish the fingerprints of S. Radix,
icellar electrokinetic capillary electrophoretic methods were also

eported to separate and determine BA and flavonoids [17–19].
We have been focusing on an immunochemical approach for

etermination of phytochemicals [20–24] because it is repro-
ucible, rapid, and highly sensitive for simultaneous analysis.
owever, since immunoassays for BA have not yet been reported,
monoclonal antibody (MAb) against BA was prepared success-

ully, and then applied to an enzyme-linked immunosorbent assay
ELISA) for the quantitative analysis of BA in this study.

. Experimental

.1. Regents and materials
BA and baicalein were purchased from Wako Pure Chemicals
Osaka, Japan). Bovine serum albumin (BSA) and human serum
lbumin (HSA) were purchased from Sigma (Steinheim, Germany).
reund’s complete and incomplete adjuvants were obtained from
ifco (Detroit, MI, USA). Peroxidase-labeled anti-mouse IgG was
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Fig. 1. Structure of baicalin (BA) and its related compounds.

urchased from MP Biomedicals (Solon, OH, USA). All other chem-
cals were standard commercial products of analytical-reagent
rade.

Samples of various S. Radixes were purchased from Tochi-
ototenkaido Corporation (Osaka, Japan), Takasago Yakugyo

orporation (Osaka, Japan), Daido Corporation (Osaka, Japan), and
amada Corporation (Osaka, Japan). Kampo medicines were pro-
ured from Tsumura & Co. (Tokyo, Japan), Sanwa Shoyaku Co., Ltd.
Tochigi, Japan), and Kotaro Kampo Seiyaku Co., Ltd. (Osaka, Japan).

.2. Synthesis of immunogen

1-Ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochlo-
ide (EDC; 5 mg) was added to a mixture of BA (5 mg) and BSA (5 mg)
n 50 mM carbonate buffer (pH 9.6). The mixture was stirred at
oom temperature for 6 h. After the solution was dialyzed five times
gainst H2O, the dialysate was lyophilized to yield the BA–BSA
onjugate (8.6 mg). BA–HSA conjugate was also synthesized in the
ame manner.

.3. Determination of hapten number in BA–carrier protein
onjugates by matrix-assisted laser desorption/ionization
MALDI)-TOF mass spectrometry

The hapten number of the BA–BSA and BA–HSA conjugates was
etermined by MALDI-TOF-MS as previously described [25,26]. A
mall amount (1–10 pmol) of the antigen conjugate was mixed with
1000-fold molar excess of sinapinic acid in an aqueous solution

ontaining 0.15% trifluoroacetic acid. The mixture was analyzed
ith a JEOL Mass Spectrometer (JMS) time-of-flight (TOF) mass
onitor and irradiated with an N2 laser (337 nm, 150 ns pulse). The

ons formed by each pulse were accelerated by a 20-kV potential
nto a 2.0-m long evacuated tube. The data were analyzed using the
RAMS/386 software (Galactic Industries, Salem, NH, USA).

.4. Preparation of anti-BA MAb

Male BALB/c mice (5 weeks old) were purchased from KBT Ori-
ntal Co. (Saga, Japan). Food (MF; Oriental Yeast Co., Tokyo, Japan)
nd water were provided ad libitum. Procedures and animal care
ere approved by the Committee on Ethics of Animal Experiments,
raduate School of Pharmaceutical Sciences, Kyushu University,

apan, and were conducted according to the Guidelines for Animal
xperiments of the Graduate School of Pharmaceutical Sciences,
yushu University.

The mice were injected with BA–BSA four times. Immuniza-
ion was initiated by intraperitoneal injection of the conjugate

50 �g) in phosphate-buffered saline (PBS) emulsified with an
qual volume of Freund’s complete adjuvant. As a second immu-
ization, 50 �g of the conjugate in Freund’s incomplete adjuvant
as injected intraperitoneally 2 weeks after the initial injection.
ice were bled 4 days after the boosts, and the sera were monitored

2

1

(2008) 346–350 347

or antibodies recognizing BA by indirect and indirect competi-
ive ELISAs using BA–HSA as a solid-phase antigen. On the fourth
ay after the final immunization (100 �g protein), splenocytes
ere isolated and fused with an aminopterin-sensitive mouse
yeloma cell line, SP2/0-Ag14, by the polyethylene glycol (PEG)
ethod [27]. SP2/0-Ag14 used for the cell fusion was obtained

rom RIKEN BioResource Center (Ibaragi, Japan). Hybridomas
ere obtained selectively by cultivation in a medium contain-

ng hypoxanthine–aminopterin–thymidine (HAT); those producing
Ab reactive to BA were cloned by the limiting dilution method

28]. An established hybridoma was cultured in eRDF medium
Toyko, Japan) supplemented with 10 �g/mL insulin, 35 �g/mL
ransferrin, 20 �M ethanolamine, and 25 nM selenium [29].

.5. Indirect ELISA

The reactivity of MAb to BA–HSA was determined by an indi-
ect ELISA. BA–HSA (5 molecules of BA per molecule of HSA)
100 �L, 1 �g/mL) dissolved in 50 mM carbonate buffer at pH 9.6
as adsorbed to the wells of a 96-well immunoplate. It was then

reated with 300 �L of PBS containing 5% skim milk (SPBS) for
h to reduce non-specific adsorption. The plate was washed three

imes with PBS containing 0.05% of Tween 20 (TPBS) and reacted
ith 100 �L of MAb solution to be tested for 1 h. The plate was
ashed three times with PBS containing 0.05% Tween 20 (TPBS) and

ncubated with 100 �L of a 1000-fold diluted peroxidase-labeled
nti-mouse IgG solution for 1 h. After washing the plate three
imes with TPBS, 100 �L of substrate solution [0.1 M citrate buffer
pH 4) containing 0.003% H2O2 and 0.3 mg/mL of 2,2′-azino-bis
3-ethylbenzothiazoline-6-sulfonic acid) diammonium salt (ABTS)]
as added to each well and incubated for 20 min. Absorbance at
05 nm was measured using a microplate reader. All reactions were
arried out at 37 ◦C.

.6. Indirect competitive ELISA

BA–HSA (100 �L, 1 �g/mL) dissolved in 50 mM carbonate buffer
pH 9.6) was adsorbed to the wells of a 96-well immunoplate. It
as then treated with 300 �L SPBS for 1 h to reduce non-specific

dsorption. Fifty microliters of various concentrations of BA or sam-
les dissolved in 10% methanol were incubated with 50 �L of MAb
olution (1.7 ng/mL) for 1 h. The plate was washed three times
ith TPBS, and then incubated with 100 �L of a 1000-fold diluted
eroxidase-labeled anti-mouse IgG solution for 1 h. After washing
he plate three times with TPBS, 100 �L of ABTS solution was added
o each well and incubated for 20 min. The absorbance at 405 nm
as measured using a microplate reader. All reactions were carried
ut at 37 ◦C.

.7. Specificity and sensitivity of the assay

The cross-reactivities (CRs, %) of BA and related compounds were
etermined according to Weiler’s equation [30]:

R (%) = Concentration of BA at A/A0 = 50%
Concentration of cross-reacting substance at A/A0 = 50%

× 100

and A0 are the absorbance in the presence and absence of the test
ompound, respectively.
.8. HPLC instruments and conditions

The chromatography system used in this study consisted of a LC-
0AD (Shimadzu, Kyoto, Japan), a UV-8 model II detector (Tosoh,
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okyo, Japan), and a Chromatopac C-R5A data analyzer system
Shimadzu). The analytical column was Cosmosil 5C18-AR column
4.6 mm i.d. × 150 mm, Nacalai Tesque, Kyoto, Japan) maintained
t room temperature. The mobile phase comprised CH3CN–H2O
3:7) containing 60 mM H3PO4 and a flow rate of 1.0 mL/min.

10-�L aliquot of each sample was injected and monitored at
54 nm.

.9. Sample preparation

Dried samples (10 mg) of various S. Radixes and Kampo
edicines were powdered, and extracted five times with MeOH

1 mL) under sonication. The extracted solution was filtered, and
he combined extracted solution was adjusted to a volume of
0 mL with MeOH. The adjusted solution was diluted with H2O
o prepare a sample solution suitable for the indirect competitive
LISA.

.10. Recovery experiment

Various amounts of BA were added to a dried powder of S.
adix (10 mg). The amount of BA in the unspiked sample was deter-
ined to be 1.09 mg. The spiked sample was extracted with MeOH

y sonication and filtered. The combined extract was adjusted to
0 mL with MeOH, diluted to prepare a 10% MeOH solution, and
ssayed by the indirect competitive ELISA. The recovery rate of BA
as calculated from the spiked and recovered amounts in the same

oncentration ranges.

ecovery (%) = Measured amount − 1.09
Spiked amount

× 100

. Results and discussion

.1. Synthesis of the BA–BSA conjugate and direct determination
f the hapten–carrier protein conjugates by MALDI-TOF mass
pectrometry

Since a low molecular weight compound (hapten) like BA is
oorly immunogenic, a hapten–protein conjugate should be syn-
hesized and used as an immunogen for developing antibodies
gainst such compounds. BA possessing a carboxylic acid group in a
olecule, can be conjugated with a protein by carbodiimide system.

herefore, BSA was selected as a carrier protein and readily coupled
ith BA using 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide

ydrochloride (EDC) as a coupling reagent in this study. Fig. 2 shows
he MALDI-TOF mass spectrum of the BA–BSA conjugate to validate
ts hapten number. A broad peak coinciding with the conjugate of
A and BSA appeared from m/z 66,900 to 74,900, centering at ∼m/z
0,200. Using the experimental result and a molecular weight of
6,433 for BSA, the calculated value of the BA component in the
onjugate was 3767, suggesting 9 molecules of BA (on average)
onjugated with a BSA molecule. This result revealed that ade-
uate numbers of BA molecules were coupled with BSA, which
eant that the BA–BSA conjugate could be used as an immuno-

en to evoke anti-BA antibodies in mice. BA–HSA was prepared as
solid-phase antigen for ELISA, and the hapten number of BA–HSA
onjugate was also determined reliably from its spectrum to be at
5 molecules.
.2. Production and characteristics of MAb against BA

BALB/c mice were immunized with BA–BSA until the absorbance
f more than 0.5 in the indirect ELISA was observed using 1600-fold
iluted sera after 10 min of color development. After confirming the

b
n
a
t
M

ig. 2. Direct determination of BA–BSA conjugates by matrix-assisted laser des-
rption/ionization time-of-flight mass spectrometry (MALDI-TOF-MS). [M+H]+ and
M+2H]2+ are single- and double-protonated molecules of BA–BSA, respectively.

roduction of antibodies by the immunized mice, their spleen was
xtirpated to prepare splenocytes including antibody-secreting
ells for cell fusion. Cell fusion was performed with the spleno-
ytes and SP2/0 myeloma cells following the procedure established
n this laboratory [31]. A hybridoma producing MAb reactive to BA
as obtained through a series of screenings with the indirect and

ndirect competitive ELISAs and cloning by the limiting dilution
ethod. The MAb, designated 9D6, was classified as IgG2a having
light chains.

.3. Assay sensitivity and assay specificity

An optimal concentration of anti-BA MAb applied to the indirect
ompetitive ELISA was measured by the indirect ELISA with vari-
us concentrations of MAb 9D6. This optimal concentration was
.7 ng/mL, which was selected for the indirect competitive ELISA
o define sensitivity and specificity of the MAb because it was the

inimum concentration of the MAb providing a sufficient signal
o detect the interaction between the MAb and BA–HSA as a solid-
hase antigen. The indirect competitive ELISA was developed using
his concentration of MAb and polystyrene microtiter plates pre-
oated with 1 �g/mL of BA–HSA. In addition, a 10% MeOH was used
s a diluted solution for standard BA and samples, because addition
f MeOH improved solubility of BA in the solutions at circumneu-
ral condition. Fig. 3 shows inhibition of the interaction between
he MAb and BSA-HSA using various concentrations of BA, pro-
iding a standard curve of BA in the indirect competitive ELISA.
nder these conditions, a calibration curve for BA was generated in

he linear range from 200 ng/mL to 2.0 �g/mL (R2 = 0.994), which
evealed that the sensitivity of the assay with a detection limit of
00 ng/mL was improved at least 5-fold compared with the HPLC
ethod [32].
Specificity of MAb 9D6 was analyzed by comparing its cross-

eactivities to compounds structurally related to BA and other
atural products. Table 1 lists the CRs of the MAb examined by
he indirect competitive ELISA, and calculated using the concen-
ration of BA yielding midrange values on the basis of the method
eported by Weiler et al. [30]. MAb 9D6 recognized not only BA,
ut also baicalein (CR: 51.4%) indicating a slight reactivity to wogo-

in (0.73%), although no detection against other flavonoids such
s rutin, hesperidin, and daidzein (Table 1). It is easily suggested
hat all of function in ring A of BA might be immunized because

Ab 9D6 strongly reacts BA structurally related compounds. Com-
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Table 2
Variations among the indirect competitive ELISA runs using anti-BA MAb 9D6

BA concentration (ng/mL) R.S.D.a (%)

Intra-assay Inter-assay

0 3.01 1.82
156 1.29 2.38
313 1.14 5.92
625 2.01 5.29

1250 7.50 5.06
2500 4.05 4.90

The measured values were mean ± S.D. for 3 plates and triplicate wells for each
c
f
r

(
d
<
i

t
r
w
t
t
i

3
i

t

ig. 3. Standard curve of inhibition by BA using MAb 9D6 in indirect competitive
LISA. Various concentrations of BA were incubated with MAb 9D6 (1.7 ng/mL) in a
6-well immunoplate precoated with BA–HSA (1 �g/mL).

ared to baicalein and wogonin, two hydroxyl groups at C5 and C7
ositions are same, but two functions at C6 and C8 are completely
ifferent. Since the MAb recognizes BA and baicalein more than
ogonin, it is supposed that a hydroxyl group at C6 position of BA,
hich is uncommon among flavonoids, evoked specificity of MAb

D6 to BA and baicalein.

.4. Variation and accuracy of the indirect competitive ELISA
sing anti-BA MAb 9D6
Intra- and inter-assays were performed to evaluate the indirect
ompetitive ELISA using anti-BA MAb 9D6. In the standard curve
or the ELISA obtained using various concentrations of BA from

to 2.5 �g/mL, variations were calculated using relative standard
eviations (R.S.D.s) of measurements obtained from triplicate wells

able 1
ross-reactivities of anti-BA MAb (9D6) against flavonoids contained in Sculellariae
adix and other natural products

ompound Cross-reactivity (%)

lavonoids
Flavone

Baicalin 100
Baicalein 51.41
Wogonin 0.73

Flavonol
Rutin <0.21

Flavanone
Hesperidin <0.21

Isoflavone
Daidzein <0.21

Flavan-3-ol
(+)-Catechin <0.21

Glycyrrhizic acid <0.21
Geniposide <0.21
Saikosaponin a <0.21
Magnolol <0.21
Sennoside B <0.21
Ginsenoside Rb1 <0.21
Berberine <0.21
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e
a

oncentration within one plate from 3 consecutive days. The variation on replicates
rom well to well and plate to plate are defined as intra- and inter-assay variation,
espectively.

a Relative standard deviation.

intra-assay) and from plate-to-plate (inter-assay) on 3 consecutive
ays. Among the ELISA runs, the R.S.D.s were <8% in intra-assay, and
6% in inter-assay, which is one of the verifications that this assay
s sufficiently reliable (Table 2).

Recovery rates of each spiked BA in S. Radix were calculated by
he spiked and recovered amounts of BA in the same concentration
anges (Table 3). Table 3 indicates good recovery rates (av = 98%)
ith <7% of R.S.D.s (n = 3) from 0.25 to 1.0 mg of spiked BA. Taken

ogether, these results suggest that the ELISA is sufficiently accurate
o be applicable for quantitative determination of BA in products
ncluding S. Radixes.

.5. BA determination in S. Radixes and Kampo medicines by the
ndirect competitive ELISA

After the validation and optimization of the assay, concen-
rations of BA in various S. Radixes and Kampo medicines were
etermined by the indirect competitive ELISA using the anti-
A MAb, and were compared with those determined by HPLC
ethod. As shown in Table 4, the ELISA showed good linear-

ty (R2 = 0.943) with HPLC method in case of the determination
f BA in all the dried S. Radixes. However, the data by the
LISA are overall higher than those by HPLC method. From
his result, it is speculated that other BA structurally related
ompounds in S. Radix like baicalein and wogonin may react
ith MAb 9D6 and influence on those quantitative data by the

LISA. In addition, these concentrations of BA by HPLC method
ere relatively lower than those in the S. Radixes defined by

apanese Pharmacopoeia (≥10%, w/w). This might depend on
he not complete extraction by MeOH from S. Radixes. We real-

ze that sample preparation should be improved to extract BA
rom samples as complete as possible. In the analytical trial
f several Kampo medicines, the concentrations of BA in each
ample except Kakkonto which does not contain S. Radix were

able 3
ecovery of BA in spiked samples determined by the ELISA

piked amount (mg) Measured amount (mg)a R.S.D.b Recovery (%)c

1.09 ± 0.11 [10.0]
.25 1.30 ± 0.07 [5.38] 84
.5 1.62 ± 0.03 [1.85] 106

2.13 ± 0.15 [7.04] 104

av = 98.0

a Baicalin in spiked samples was extracted by methanol with sample preparation.
ata were mean ± S.D. from triplicate samples for each level.
b Relative standard deviation.
c The zero spiked level was used as control when the percentage of recov-

ry was calculated as follows: recovery (%) = (measured amount − 1.09)/spiked
mount × 100.



350 K. Kido et al. / Talanta 77

Table 4
BA concentrations in various Scutellariae Radixes and Kampo medicines determined
by the ELISA and HPLC method

Sample ELISA HPLC
Concentration
(mean ± S.D., w/w%)
[R.S.D.]a

Concentration
(mean ± S.D., w/w%)
[R.S.D.]

S. Radix 1 10.0 ± 0.5 [5.0] 7.5 ± 0.2 [2.7]
S. Radix 2 13.8 ± 0.7 [5.1] 10.9 ± 0.4 [3.7]
S. Radix 3 10.1 ± 0.3 [3.0] 6.7 ± 0.5 [7.5]
S. Radix 4 11.9 ± 1.0 [8.4] 8.5 ± 0.6 [7.1]
Daisaikoto 2.63 ± 0.06 [2.3]
Shosaikoto 2.87 ± 0.11 [3.8]
Ogonto 2.62 ± 0.20 [7.6]
Saikokeishito 2.74 ± 0.29 [11]
Saikokaryukotsuboreito 2.75 ± 0.04 [1.5]
Saikokaryukotsuboreito 2 2.41 ± 0.15 [6.2]
Kakkonto N.D.b
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[28] J.W. Goding, J. Immunol. Methods 39 (1980) 285.
[29] H. Murakami, H. Masui, G.H. Sato, N. Sueoka, T.P. Chow, T. Kano-Sueoka, Proc.
ata were mean ± S.D. from triplicate analyses for each sample.
a Relative standard deviation.
b N.D.: not detected.

etermined correctly without complicated sample pretreatments
Table 4).

. Conclusion

This is the first time to prepare MAb against BA and apply an
ndirect competitive ELISA for determination of BA in S. Radixes
nd Kampo medicines. It was evaluated that the ELISA was simple,
apid, and as reliable as compared with other instrumental analy-
es. The ELISA can be used as the next-generation quality control
ethod of crude drugs and products containing BA, particularly

ampo medicines. Our data confirmed that the newly developed
LISA had sufficient sensitivity and accuracy to detect the total
mount of BA and baicalein in Kampo medicine samples, resulting
ircumvention of side effects.
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a b s t r a c t

Lecithin and soybean oil in dietary supplements were determined by Fourier transform infrared spec-
trometry transmission measurements in dichloromethane in combination with a partial least squares
(PLS) regression. Two different PLS models were developed, using 16 synthetic mixtures of analytes in
dichloromethane, making measurements in the spectral range from 931.8 to 1252.3 cm−1 for lecithin and

−1 −1
eywords:
artial least squares
ourier transform infrared spectroscopy
ecithin
oybean oil

from 911.4 to 1246.9 cm and 1695.3 to 1774.5 cm for soybean oil. Seven products from the Spanish
market with lecithin concentrations between 21.1% and 99.1% and soybean oil concentrations between
0% and 37.2% were analyzed by the proposed method and the data was compared to a chromatographic
reference procedure obtaining accurate results. For samples spiked with amounts between 50 and 250 mg
of lecithin and soybean oil recovery percentages between 98.0% and 102.1% and between 93.6% and 102.0%
with an average precision of 0.35% and 0.41% were achieved for lecithin and soybean oil, respectively. This
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ietary supplement analysis method can be applied for

. Introduction

Lecithin is a phospholipids mixture, mainly composed by three
ompounds: phosphatidylcholine (PC), phosphatidylethanolamine
PE), and phosphatidylinositol (PI). Lecithin is formulated together
ith soybean oil in a number of dietary products at per-

entage concentration levels. Manufacturers and food control
gencies should use analytical methods for the characterization
f dietary products to guarantee their composition and to detect
he replacement of expensive ingredients with cheaper substi-
utes.

Lecithin determination in dietary supplements can be carried
ut applying the AOAC official method 999.14 [1]. This enzymatic
ethod is based on the colorimetric determination of choline

fter an alkaline digestion of the sample [2]. An alternative to this
ethod is the use of the Bartlett arseno-molibdate procedure [3],

ased on the measurement of the total amount of phospholipids
y acid digestion and subsequent phosphorous analysis. Phospho-
ipid analysis can also be carried out by liquid chromatography [4,5]

r gel permeation chromatography [6,7]. On the other hand, the
onventional methods for oil analysis involve the hydrolysis and
ethylation of fatty acids for a further determination by gas chro-
atography (GC). Therefore, a simple strategy for the simultaneous
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m

p
s
i
t
s
c

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.06.029
uality control of dietary supplements.
© 2008 Elsevier B.V. All rights reserved.

etermination of total phospholipids and the soybean oil content
n dietary supplements is desirable.

The concentration range in which lecithin and soybean oil are
resent in dietary supplements, as well as their characteristic
bsorption bands in the mid-IR region, make Fourier transform
nfrared (FTIR) spectrometry an appropriate approach for the quan-
ification of these analytes in this type of samples. However, we
ave found only three references focusing on the analysis of the
otal phospholipid content in vegetable oil samples by FTIR using
nivariate [8,9] and multivariate [10] regression models.

Soy lecithin phospholipids in vegetable oils were determined
y peak area measurements between 1200 and 970 cm−1 using
series of standards prepared from dilution a standard mixture

f 39% phosphatidylcholine, 22% phosphatidylinositol and 27%
hophatidylethanolamine, which corresponds to the best repre-
entation of phospholipids present in soybean oil in the authors
pinion [8,9]. Samples were treated with distilled water at 90 ◦C
or 30 min and centrifuged for 20 min. The phospholipids-rich layer
as decanted and washed three times with 100 mL acetone before
easurement.
On the other hand, a direct partial lease squares (PLS)–FTIR

rocedure was developed for phospholipid determination in rape-

eed oil at various steps of a technological process. The method
s based on the use of first order derivative transmission spec-
ra in the wavenumber range between 1760 and 860 cm−1 using
even standards in hexane of a mixture of 34% phosphatidyl-
holine, 18% phosphatidylethanolamine, 19% phosphatidylinositol,
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% phosphatidylserine and 20% phosphatidic acid to build the cal-
bration model with three factors [10].

So, it can be concluded that the determination of lecithin
y FTIR is still controversial and there is a lack of a simple
ethod to determine lecithin in dietary supplements. More-

ver, the available methods are not suitable for the simultaneous
etermination of oil and lecithin in samples containing both com-
ounds.

In this study, FTIR spectrometry was used for a fast character-
zation of lecithin containing dietary products with and without
oybean oil. The proposed method entails the analytes extraction
n dichloromethane and a further determination by PLS–FTIR spec-
rometry based on the use of transmission measurements. The
pectral range, as the main parameter affecting the performance
f the PLS procedure, was selected by interval-PLS. The predictive
rror sum of squares (PRESS) value was employed as an indicator
o select the appropriate number of factors for each PLS model.
ecovery and precision of the method were evaluated via syn-
hetic standards. Moreover, a survey of dietary supplements from
he Spanish market was carried out to test the performance of the
eveloped procedure and found results were compared with those
btained by a chromatographic method.

. Experimental

.1. Apparatus and reagents

FTIR spectra acquisition for the FTIR–PLS procedure was car-
ied out using the Bruker Tensor 27 FTIR spectrometer, equipped
ith a DLaTGS detector. The scanner for the interferometer was

perated at a HeNe laser modulation frequency of 10 kHz. A
ow cell with BaF2 and ZnSe windows and a pathlength of
00 �m was used for the transmission measurements. FTIR spectra
ere acquired between 4000 and 400 cm−1 in the stopped-flow
ode using a spectral resolution of 4 cm−1 and averaging 25

cans for each spectrum which yielded a spectra acquisition fre-
uency of 3 spectra min−1. A spectrum of the flow cell filled with
ichloromethane was used as background.

A Hewlett-Packard (Palo Alto, CA, USA) HP1050 high perfor-
ance liquid chromatograph system, equipped with two Waters

Barcelona, Spain) Envirogel GPC columns (19 mm × 150 mm,
9 mm × 300 mm) and a sample injection loop of 2 mL was
mployed for chromatographic separations [11]. Dichloromethane
as used as mobile phase at a flow rate of 5 mL min−1.

A Bruker (Bremen, Germany) IFS 66/v FTIR spec-
rometer equipped with a liquid nitrogen refrigerated

ercury–cadmium–telluride (MCT) detector and a vacuum
ystem was used for the detection of the chromatographically
eparated compounds. The scanner for the interferometer was
perated at a HeNe laser modulation frequency of 100 kHz. Trans-
ission measurements of the samples were carried out in a flow

ell with BaF2 and ZnSe windows and a pathlength of 100 �m.
ccumulating 20 scans per spectrum from 4000 to 750 cm−1 with
spectral resolution of 8 cm−1 and a zerofilling factor of 2 provided
spectra acquisition frequency of 20 spectra min−1.

For instrumental and measurement control and data acquisi-
ion, the OPUS software (version 4.1) from Bruker was employed.
pectra treatment and data manipulation were carried out using
atlab 7.0.1 from Mathworks Inc. (Natick, MA, USA). For the calcula-

ion of the iPLS models the MatLab iToolbox developed by Norgaard

12] was used. PLS regressions were obtained with the TurboQuant-
nalyst software (version 6.0) from Thermo Nicolet Corp. (Madison,
I, USA).
Granulated soybean lecithin standard (97%, w/w) was supplied

y Guinama (Valencia, Spain). Seven formulated lecithin samples,

o
D
t
t
p

77 (2008) 229–234

our powdered ones and three pills as well as refined soybean oil,
ere obtained from local markets. Dichloromethane was provided

y Scharlau (Barcelona, Spain).

.2. FTIR procedure

One gram of sample was weighed in a volumetric flask, diluted
ith 10 mL dichloromethane and sonicated for 5 min. The solutions
ere centrifuged at 3000 rpm for 5 min and then filtered through
0.22 �m PTFE membrane. To determine the recovery, samples of
00 mg were spiked with different amounts of lecithin and soybean
il in the range between 49.9 and 255.7 mg and 51.7 and 229.2 mg,
espectively.

16 synthetic mixtures of lecithin and soybean oil, prepared from
ifferent amounts of lecithin standard and soybean oil dissolved in
0 mL of dichloromethane, were used as calibration standards. The
oncentrations covered a range from 24.8 to 106.5 mg mL−1 and
rom 2.4 to 27.4 mg mL−1 for lecithin and soybean oil, respectively.
alibration and sample solutions were directly introduced into the
ow cell using a peristaltic pump.

.3. Gel permeation chromatography reference procedure

An appropriate amount of sample between 100 and 600 mg,
ccording to the analyte concentration, was accurately weighed in
volumetric flask, filled up to 10 mL with dichloromethane and

reated in the ultrasonic water bath for 5 min. The sample solutions
ere centrifuged at 3000 rpm and then filtered trough a 0.22 �m

TFE membrane. Two millilitres of sample extracts or CH2Cl2 solu-
ions of standards were injected in the chromatographic system.
he concentrations of lecithin and soybean oil were calculated from
eak area values of the extracted chromatograms using the first
rder derivative intensities at 1034 and 1138 cm−1, respectively.
hese values were interpolated in external calibration lines estab-
ished with six solutions of both analytes in concentration ranges
f 0–40 mg mL−1 and 0–30 mg mL−1 for lecithin and soybean oil,
espectively. The calibration lines provided a very good linearity up
o 100 and 50 mg mL−1 concentration for lecithin and soybean oil,
espectively.

.4. Selection of spectral ranges for the PLS models

The iPLS algorithm [13] was developed to simultaneously give
n overview of the data to facilitate their interpretation, and to
ptimize the prediction capabilities of PLS regression models. The
rocedure develops local PLS models on equidistant subintervals
f the spectrum applying a user defined range of latent variables.
esults are presented in a plot where the prediction capabilities of
he global model (which uses the whole spectrum) and the different
ocal models are compared. In this work, the selection of the spec-
ral regions used for the determination of lecithin and soybean oil
as based on the validation parameter RMSECV (root mean square

rror of cross validation).

. Results and discussion

For model development and method validation the measured
TIR spectra were divided in three sets called calibration, valida-
ion 1 and validation 2. The calibration set included FTIR spectra
f 16 standard solutions. The standard solutions covered a range

f lecithin/soybean oil concentration ratios between 1.0 and 40.4.
uring the cross validation process, for each iteration one calibra-

ion solution was left out calculating a calibration model and using
he left out solution as validation sample. Validation set 1 was com-
osed by seven samples directly obtained from the Spanish market
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Fig. 1. (a) FTIR zero order absorption spectra of lecithin and soybean oil standard
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olutions in dichloromethane. (b) FTIR first order derivative spectra of lecithin and
oybean oil standard solutions in dichloromethane. Note: Concentrations of lecithin
nd soybean oil: 50 mg/mL; pathlength of the flow cell: 100 �m; number of scans:
5; background spectrum: empty sample compartment.

ith different contents of lecithin and soybean oil. Additionally,
hese samples were analyzed by a chromatographic reference pro-
edure. Furthermore, the seven real samples were spiked with
nown amounts of lecithin and soybean oil to evaluate the recov-
ry percentage of the method. The spectra of these spiked samples
ere used to build up validation set 2. Further information on the

oncentrations of standards and samples used in the different sets
s given in Table 1.

.1. FTIR spectra of lecithin and soybean oil

Fig. 1 shows typical FTIR spectra of standard solutions of soy-
ean oil and lecithin in dichloromethane. In the lecithin spectra the
ost characteristic bands in the mid-IR region are: (i) the alkane

ands corresponding to symmetric CH2, antisymmetric CH2, anti-
ymmetric CH3 stretching and CH2 scissoring vibrational modes
t 2854, 2928, 2956 and 1462 cm−1, respectively; (ii) the carbonyl

−1
tretching vibration at 1736 cm ; and (iii) the highly overlapped
O2

− and P–O–C infrared active vibrations in the region between
200 and 970 cm−1, with a maximal absorbance at 1061 cm−1.

On the other hand, various bands can be identified in the soy-
ean oil spectrum including the carbonyl C O stretching band Ta
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to obtain the best prediction performance. As indicated in Table 2,
the spectral interval from 931.8 to 1252.3 cm−1 using the zero order
absorbance spectra was selected for the determination of lecithin,
whereas for the soybean oil determination the interval from 911.36

Table 2
Summary of the most important parameters of the PLS calibration models developed
for lecithin and soybean oil determination by FTIR

Component Lecithin Soybean oil

Spectral region 1 (cm−1) 931.82–1252.32 911.36–1246.91
Spectral region 2 (cm−1) – 1695.31–1774.46
Baseline criteria None Single point BLC at

2000 cm−1

Spectral order Zero order spectra Region 1: zero
order spectra,
region 2: first
derivative Spectra

Factors 5 5
rCAL 0.99992 0.99990
RMSEC (mg mL−1) 0.44 0.14
rCV 0.99964 0.99985
RMSECV (mg mL−1) 0.98 0.5
ig. 2. Plots of the root mean square error of cross validation obtained using four
erivative spectra of: (c) lecithin and (d) soybean oil. Note: The spectra of both, le
nalysis. The spectra have been shifted in the y-axis for a better visualization. (For
ersion of the article.)

t 1740 cm−1, the CH2 and CH3 scissoring vibrations at 1462 and
376 cm−1, as well as intense C O stretching bands at 1165 and
099 cm−1. Absorption bands located at 2854, 2956 and 3009 cm−1

rise due to the symmetric CH2 stretching and the asymmetric CH3
nd CH2 stretching, respectively [8,9].

The spectra in Fig. 1 show that it is not possible to select char-
cteristic absorption bands of each one of the two considered
ompounds neither in the absorption nor in the first order deriva-
ive spectra because of the high spectral overlapping. Therefore
he use of a multivariate calibration method such as PLS becomes
ssential for a direct determination of the two analytes in samples
ontaining both products.

.2. iPLS variable selection

As mentioned in Section 2.4, the variable selection was carried
ut by interval-PLS. The whole spectra using both, absorbance and
rst order derivative spectra of the 16 lecithin and soybean oil solu-
ions included in the calibration set were split in 60 intervals of
qual spectral width, and a PLS calibration model was calculated
sing up to 10 factors for each interval. To evaluate the performance
f the calculated calibration models, the use of RMSECV using five
egments for the cross validation, was selected. Obtained results for
ach compound are shown in Fig. 2. To facilitate the interpretation
f the results the absorption spectra of the analytes are also shown
n the figure. Comparing the results of the iPLS analysis of zero
rder absorption and first order derivative spectra, the RMSECV
alues provided the same trend for lecithin and for soybean oil.
he absolute RMSECV values of the iPLS analysis of lecithin first

rder derivative spectra were higher throughout the whole spec-
ral range than those obtained from lecithin zero order absorption
pectra. On the other hand, the RMSECV values calculated in the
PLS analysis of the soybean oil absorption and first order deriva-
ive spectra provided similar results. Results from plots shown in

N
o
fi
t
e

nalysis of zero order spectra of: (a) lecithin and (b) soybean oil, and of first order
(red) and soybean oil (blue) are shown to facilitate the interpretation of the iPLS
retation of the references to color in this figure, the reader is referred to the web

ig. 2 are very useful to undertake an initial discrimination between
he different spectral regions. It is clear that the spectral regions
hich provide lower RMSECV values were comprised between 900

nd 1800 cm−1 for lecithin and between 1050 and 1800 cm−1 for
oybean oil.

In order to obtain an optimal PLS model for unknown sam-
le analysis a combination of the aforementioned intervals was
arried out. Moreover, for the calculation of the PLS model zero
rder and first order derivative spectra were used simultaneously
otes: BLC stands for “baseline correction” and was done to eliminate the influence
f fluctuations of the baseline, FD means first derivative, rCAL is the correlation coef-
cient of the calibration, RMSEC is the root mean square error of calibration, rCV is
he correlation coefficient of the cross validation, RMSECV is the root mean square
rror of cross validation.
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Fig. 3. PRESS values of lecithin (blue) and soybean oil (red) as a function of the num-
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er of factors used calculating the PLS model. Inset: close up of the region between
and 7 factors. (For interpretation of the references to color in this figure, the reader

s referred to the web version of the article.)

o 1246.91 cm−1 using zero absorbance spectra and the interval
rom 1695.3 to 1774.5 cm−1 using the first order derivative spectra
ere chosen. The number of PLS factors is one of the most criti-

al parameters in the application of a PLS model. In this work, the
ptimum number of factors in each model was chosen according
o the PRESS. Fig. 3 shows calculated PRESS values as a function
f the number of PLS factors for determining both, lecithin and
oybean oil, using the absorbance and first order derivative spec-
ra in the previously selected wavenumber regions. As it can be
een in Fig. 3 for lecithin the first minimum of the PRESS value
as found using five factors for model building. For soybean oil
ve factors were selected because the use of a higher number of
actors did not provide a significant improvement in the predic-
ive capacity of the model and could easily lead to overfitting.
o evaluate the calibration models, the correlation coefficient of
he calibration (rCAL), the root mean square error of calibration

c
c
0
t

able 3
esults of the analysis of seven spiked samples

ample Lecithin

mg added %Recovery ± s %RS

owder 1 117.6 101.3 ± 0.2 0.2
owder 2 100.7 98.7 ± 0.4 0.4
owder 3 255.7 101.4 ± 0.3 0.3
owder 4 205.8 98.0 ± 0.3 0.3
ill 1 66.8 102.0 ± 0.8 0.8
ill 2 120.8 100.8 ± 0.3 0.3
ill 3 49.9 98.7 ± 0.1 0.14

ote: s is the standard deviation; RSD is the relative standard deviation in %.

able 4
esults of the analysis of seven market samples by using both the developed PLS–FTIR pro

ample Lecithin

Concentration found (%,w/w) ± s

GPC–FTIR (%RSD) PLS–FTIR (%RSD)

owder 1 20.6 ± 0.3 (1.5) 21.02 ± 0.05 (0.
owder 2 97.7 ± 0.9 (0.9) 99.1 ± 0.5 (0.5
owder 3 96.88 ± 0.4 (0.4) 96.4 ± 0.8 (0.8
owder 4 98.21 ± 0.5 (0.5) 98.2 ± 0.4 (0.4)
ill 1 56.7 ± 0.2 (0.3) 56.9 ± 0.2 (0.3)
ill 2 54.86 ± 0.3 (0.6) 61.3 ± 0.2 (0.3)
ill 3 55.03 ± 0.4 (0.7) 55.60 ± 0.07 (0.1

ote: s is the standard deviation; RSD is the relative standard deviation in %.
77 (2008) 229–234 233

RMSEC), the correlation coefficient of the cross validation plot (rCV)
nd the RMSECV were used. To determine the RMSECV, a leave-
ne-sample-out cross validation was performed. So, the spectrum
f one sample of the training set was deleted from this set and
PLS model was built with the remaining spectra. The sample
hich was left out was used to assess the performance of the cal-

ulated regression model. The calculated parameters are listed in
able 2.

.3. Accuracy and precision of the method

To assess the performance of the PLS models and to validate
he accuracy of the method, a series of recovery experiments was
arried out. Seven commercially available samples were spiked
ith both, lecithin and soybean oil, at different concentration lev-

ls. The FTIR spectra of the spiked samples were processed by PLS
nd results found for lecithin and soybean oil were used to calcu-
ate the recovery level of the procedure. Table 3 shows recoveries,
recision levels (measured as relative standard deviation of three

ndependent replicates) and the amounts of each compound added
o the samples. The average recovery levels of both target com-
ounds were satisfactory ranging in the interval between 98.0%
nd 102.1% for lecithin and between 93.6% and 102.0% for soybean
il. The precision of the obtained results was also appropriate for
he analysis of lecithin and soybean oil in dietary products, with
alues of 0.35% and 0.41% for lecithin and soybean oil, respec-
ively.

.4. Sample analysis

Seven different dietary supplements, four powdered ones and
hree pills, which are all commercially available and contain

arkedly different concentrations of lecithin and soybean oil, were
ated in Table 4 confirmed the precision of the method. The found
ontents vary between 21.0% and 99.1% for lecithin and between
% and 37.2% for soybean oil. To verify the accuracy of the method,
he same samples were subsequently analyzed by a GPC–FTIR pro-

Soybean oil

D mg added %Recovery ± s %RSD

67.1 97.9 ± 0.7 0.8
150.8 93.60 ± 0.08 0.08
199.9 95.8 ± 0.5 0.5
210.0 98.3 ± 0.2 0.17
79.5 97.4 ± 0.4 0.4
51.7 96.4 ± 0.4 0.5
53.1 101.9 ± 0.5 0.5

cedure and a reference GPC–FTIR method [8]

Soybean oil

Concentration found (%,w/w) ± s

GPC–FTIR (%RSD PLS–FTIR (%RSD

2) 0 0
) 0 0
) 0 0

0 0
30.0 ± 0.2 (0.7) 30.16 ± 0.2 (0.7)
27.2 ± 0.3 (1.1) 27.5 ± 0.1 (0.4)

) 37.7 ± 0.3 (0.8) 37.20 ± 0.03 (0.5)



2 alanta

c
w
o
t
b
u
b
l
e
t
o

4

d
C
n
t
c
s

p
t
c
s
r
a
m

A

t
D
G
e
t
(
e
I

R

[
[

34 J. Kuligowski et al. / T

edure. The obtained results for both, lecithin and soybean oil,
ere statistically comparable for a 95% significance level in six

f the seven samples. The lack of agreement between the con-
ent of lecithin in pill 2 found by PLS–FTIR (61.3%) and that found
y GPC–FTIR (54.86%) could be explained by the presence of an
nidentified compound in this sample which presents absorbance
ands between 931.8 and 1252.3 cm−1. In spite of the inherent

imitations of the PLS-based model, the presented data shows the
ffectiveness of the method for the analysis of different formula-
ions, such as powders without oil in their declared composition,
r pills with high oil contents.

. Conclusions

PLS–FTIR provides a fast and accurate way for the simultaneous
etermination of lecithin and soybean oil in dietary supplements.
ompared to previously available procedures this methodology
either requires a time-consuming sample preparation [8,9] nor
he use of mixtures of phospholipids to build the corresponding
alibration models, using granulated soybean lecithin and refined
oybean oil as standards.

The analytical figures of merit of the developed procedure com-
are well with those achieved using a PLS–FTIR model based on
he use of phospholipids mixtures [9] in terms of recovery per-

entage and repeatability. Applying the new PLS method on real
amples the found data agrees with those found by the chromatog-
aphy method [7]. Furthermore, the PLS method require less time
nd reagents consume, thus providing an environmentally friendly
ethodology [14,15].
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a b s t r a c t

A method for estimation of uranium in seawater by using steady state laser flourimetry is described.
Uranium present in seawater, in concentration of approximately 3 ng ml−1 was estimated without prior
separation of matrix. Quenching effect of major ions (Cl−, Na+, SO4

−, Mg+, Ca+, K+, HCO3
−, Br−) present in

seawater on fluorescence intensity of uranium was studied. The concentration of phosphoric acid required
for maximum enhancement of fluorescence intensity was optimized and was found to be 5%. Similarly
the volume of concentrated nitric acid required to eliminate the quenching effect of chloride and bromide
completely from 5 ml of seawater were optimized and was found to be 3 ml. A simple equation was derived
using steady state fluorescence correction method and was used for calculation of uranium concentration
Seawater
Fluorescence
Quenching
A

in seawater samples. The method has a precesion of 1% (1 s, n = 3). The values obtained from laser fluo-
rimetry were validated by analyzing the same samples by linear sweep adsorptive stripping voltametry
(LSASV) of the uranium–chloranilic acid (2,5-dichloro-3,6-dihydroxy-1,4-benzoquinone) complex. Both
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dsorptive stripping voltametry the values are well in agre

. Introduction

Uranium is a naturally occurring radioactive element which is
mportant for nuclear technology. However, mineral resources for
ranium are limited [1]. Seawater is a major source of uranium. The
otal estimated quantity of uranium in seawater is around four and a
alf billion tones [2]. Thus, the oceans have the potential to become
he most eco-friendly and long sustainable resource for uranium.

number of countries in the world are in search of techniques
o recover uranium from seawater economically. For this purpose
nd also for the environmental monitoring, the determination of
ranium in seawater is very much important.

Estimation of uranium in seawater is a difficult task because
f the very low concentration of uranium and high salt content
f seawater. Instruments capable of uranium analysis in ppb range
eeds matrix separation prior to analysis. Literature involving anal-
sis of uranium in seawater, are very few. Recently N. L. Misra et al.

3] used TXRF for uranium estimation in seawater after selective
xtraction of uranium in diethyl ether. P.G. Barbano et al. [4] and Dj.
ojozan et al. [5] determined uranium in seawater by spectropho-

ometric and differential pulse polarographic method respectively

∗ Corresponding author. Fax: +91 22 25505151.
E-mail address: sanjukta k@rediffmail.com (S.A. Kumar).
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fter separating and preconcentrating it. M. Nagj [6] et al. used X-ray
uorescence spectroscopy for the estimation of uranium in seawa-
er after its separation and preconcentration by co-precipitation
nd adsorption methods.

The approaches made for analysis of uranium in seawater as
ound in literature involve prior separation of matrix. In the present
ork we made an attempt to analyse uranium in seawater using

aser fluorimetry without prior separation of matrix. Chemical
rocesses have been used to minimize the quenching effect of con-
omitants. The slight quenching remaining is then corrected using
teady state fluorescence method for the calculation of uranium
oncentration. The values obtained from laser fluorimetry were
alidated by analyzing the same samples by linear sweep adsorp-
ive stripping voltametry (LSASV) of the uranium–chloranilic acid
2,5-dichloro-3,6-dihydroxy-1,4-benzoquinone) complex.

Laser-induced fluorescence is a very sensitive, selective and
ersatile technique mainly for uranium ultratrace analysis in var-
ous fields [7–10]. Uranium is a strong fluorophore which absorbs

ell in the region of 260–350 nm and emits strongly in the region
50–600 nm with a quantum yield of almost unity. However, in a

eal life sample, complications in fluorimetric estimations arise as
he fluorescence may be quenched by a number of other species
hat may be present in the analyte solution [11,12]. It must be
ointed out that this problem of quenching is not unique to uranium
ut applies to almost all fluorophores [11]. Quenching therefore
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Fluorescence intensities of uranium for all these solutions were
measured. Concentrations of cations and anions were varied from
zero to a value higher than the amount present in actual seawa-
ter as per Table 1. From Fig. 2 it is clear that while sodium has no

Table 1
Concentrations of the Major Nonvolatile Constituent of 35‰ salinity seawater

Constituent Concentration (mg/kg) Constituent Concentration (mg/kg)

Chloride 19,350 Bicarbonate 142
S.A. Kumar et al. / Ta

s a problem that must be considered and corrected for, in any
uorescence measurement.

. Experimental

.1. Instrumentation: laser fluorimeter

All fluorescence measurements have been made with the com-
ercially available laser fluorimeter LF 003 uranium analyzer

abricated by Laser Applications and Electronics Division, R.R. Cen-
re for Advanced Technology (CAT), Department of Atomic Energy,
ndore, India. In LF 003 uranium analyzer, a compact sealed-off
itrogen laser emitting very intense but short lived (7 ns) UV
337.1 nm) pulses of maximum energy of 10 �J per pulse, with a
epetition rate of 10 pulses per second is used.

Voltammetric experiments were performed with Autolab PG
tat 20 (eco-chemie, Netherlands) coupled with the Metrohm make
lectrode system(Model 663 VA Stand) comprising of HMDE/Ag-
gCl (3 M KCl)/Pt rod electrode system. The cell solution was
aintained at 298 ± 0.1 K.

.2. Reagents

AR grade UO2 powder was dissolved in hot concentrated nitric
cid and the excess nitric acid was removed by evaporating to dry-
ess. The residue was then dissolved in 1% nitric acid and suitably
iluted to yield a stock solution of 1 mg/ml uranium. The concentra-
ion of uranium in this stock solution was verified using the method
f Davies and Gray [13]. From this stock solution 100 ng/ml uranium
olution was prepared for further use. 5% phosphoric acid was used
s fluorescence enhancer during the fluorescence measurements.
he phosphoric acid used was of AR grade. To verify the quenching
ffects of various cations and anions, stock solutions of appropriate
oncentrations were prepared from their AR grade salts. Nano pure
ater of 18.2 M� cm specific resistance collected from a Bransted

asy pure RF compact ultra pure water system was used through
ut the experiments. Nitric acid (65%) used was of suprapur grade
rocured from E. Merck.

.3. Sample preparation

Samples/solutions in which uranium has to be estimated were
ubjected to a common procedure before measuring the fluo-
escence intensity as described here: appropriate amount of the
amples/solutions were taken in 50 ml beakers and 5 ml of concen-
rated nitric acid was added to them. The content of the beakers was
vaporated to dryness by heating on a sand bath. On completion of
he evaporation, 2 ml of 25% phosphoric acid each was added to the
eakers. The solutions were then made up to 10 ml by nano pure
ater and taken for fluorescence measurement. A blank was pre-
ared for all experiments by taking only nitric acid in the beakers
nd treating it in the same way as samples/solutions.

. Results and discussion

.1. Flourescence enhancing reagent

Uranium phosphate species show very high fluorescence
uantum efficiencies [14], and hence can be studied at very

ow concentrations. Reagents containing phosphate like sodium
yrophosphate, penta-sodium tri-poly phosphate, sodium hexam-
ta phosphate, ammonium dihydrogen phosphate, phosphoric acid
tc. are well known uranium fluorescence enhancing agents. In lit-
rature various concentrations of these reagents either alone or

S
S
M
C
P

ig. 1. Effect of phosphoric acid percentage on uranium fluorescence. 5 ng ml−1 of
ranium is present in all solutions of varying phosphoric acid percentage.

n combination were found to be used for enhancement of ura-
ium fluorescence [8–10,15]. In all our experiments phosphoric acid
H3PO4) was used as a fluorescence enhancing reagent owing to
ts easy availability. Since no literature is available regarding the
oncentration of phosphoric acid required for maximum enhance-
ent of uranium fluorescence in seawater, an attempt has been
ade to establish that. It avoids the use of excess reagents which
ay contribute to the blank value of uranium determination. It was

valuated by measuring fluorescence intensity of a set of solutions
ontaining 5 ng/ml uranium with increasing percentages of phos-
horic acid. These solutions were prepared following the procedure
entioned in Section 2.3. From the Fig. 1 it is clear that without

hosphoric acid, the fluorescence intensity (FI) of 5 ng/ml uranium
s almost equal to blank. FI is found to increase with phosphoric
cid concentration. Up to 4% phosphoric acid there is an enhance-
ent in fluorescence intensity and then it remains constant up to

0%. This experiment has shown that phosphoric acid is very much
ssential for the enhancement of uranium fluorescence.

.2. Influence of ions present in seawater on fluorescence
ntensity of uranium

Seawater is a complex matrix having about 3.5 wt% of dissolved
alt content. The bulk of the dissolved salts (>99.99%) is made up
f only 11 elements as listed in Table 1 and their concentrations
ary only marginally [16,17]. Experiments were carried out to see
he quenching effect of these cations and anions on fluorescence
ntensity of uranium. For this, solutions containing 5 ng/ml ura-
ium and increasing concentrations of required cations and anions
ere prepared following the procedure described in Section 2.3.
odium 10,760 Bromide 67
ulphate 2,710 Strontium 8
agnesium 1,290 Boron 5

alcium 413 Fluoride 1
otassium 387
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ig. 2. a: Effect of Na percentage on Fluorescence intensity of uranium, b: Effect
f Mg percentage on fluorescence intensity of uranium. Concentration of uranium:
ng ml−1.

ffect through out the range, Mg shows a quenching effect. Fig. 3
hows the effect of potassium and calcium on uranium fluorescence
ntensity. In the concentration range mentioned in Table 1, a very

arginal quenching effect due to these ions was observed. Chlo-
ide and bromide are found to have drastic quenching effect even in
mall concentrations of 0.06% as shown in Fig. 4. Sulphate and bicar-
onate do not have any effect on fluorescence intensity of uranium
s shown in Fig. 5.

.3. Removal of major quenching effect due to chloride and
romide

Nitric acid is known to expel halides from solutions on heat-
ng. Rathore et al. [7] have used this property to remove fluoride
rom experimental solutions. Here this has been applied to seawa-
er which contains approximately 2% of chloride which is the major
uorescence quencher. This necessitates the complete removal of
hloride and bromide and thereby the quenching effect due to these

ons is eliminated. For this, required quantity of nitric acid was
dded to the experimental solutions and then it was evaporated to
ryness. It was found that chloride and bromide are evaporated off
ompletely from the experimental solutions by this nitric acid treat-
ent. Complete removal of chloride and bromide was confirmed by

ig. 3. a: Effect of Ca percentage on fluorescence intensity of uranium, b: effect
f K percentage on fluorescence intensity of uranium. Uranium in all solutions is
ng ml−1.

r
d
c
r
i

F
o

ig. 4. Effect of chloride percentage on fluorescence intensity of uranium. a: Before
itric acid treatment, b: after nitric acid treatment. Uranium in all solutions is
ng ml−1.

easuring these ions in the experimental solution before and after
itric acid treatment using ion selective electrode. Removal of chlo-
ide and bromide ensures total elimination of quenching effect due
o these two anions as shown in the Fig. 4.

.4. Effect of amount of nitric acid used for sample treatment

As seen from various experiments, except chloride and bro-
ide, all other ions have relatively less quenching effect and can be

orrected using steady state fluorescence correction method [15].
owever, in presence of chloride, this correction cannot be applied
s fluorescence of uranium is found to be quenched completely. As
entioned in Section 3.3 chloride and bromide was removed com-

letely by treating the experimental solution with nitric acid and
vaporating it to dryness.

Seawater contains uranium in ppb level and chloride in percent-
ge level. Excess addition of nitric acid to seawater, for complete
emoval of chloride may increase the blank level for uranium

etermination. Hence, it is necessary to optimize the volume of
oncentrated nitric acid required for complete removal of chlo-
ide and bromide from 5 ml of seawater. It was evaluated by taking
ncreasing volume of concentrated nitric acid and processing 5 ml

ig. 5. a: Effect of sulphate percentage on fluorescence intensity of uranium, b: effect
f bicarbonate percentage on fluorescence intensity of uranium.
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Table 2
% R.S.D. of slopes obtained for fluorescence intensity verses uranium concentration
plot for five seawater samples analysed in triplicate. Uranium concentration varies
from 0 to 3 ng/ml

Sample Slope % R.S.D.

SW-1
170.9

1.02

170.0
171.0

SW-2
168.0
169.2
168.5

SW-3
169.5
170.2
171.3

SW-4
172.3
173.0
170.5
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ig. 6. Evaluation of nitric acid volume for removal of chloride completely from 5 ml
f seawater.

f seawater as described in Section 2.3. It can be seen from Fig. 6 that
uorescence intensity is increasing with nitric acid volume with a
aximum for 3 ml of concentrated nitric acid and then FI remains

onstant up to 6 ml nitric acid. This means 3 ml nitric acid is suf-
cient for removing all the chloride and bromide ions completely

rom 5 ml seawater. However, in all other experiments 5 ml nitric
cid was used to avoid the doubt of complete removal of all the
hloride and bromide ions.

.5. Estimation of uranium in seawater by laser fluorimeter

After establishing various factors like phosphoric acid percent-
ge required for maximum enhancement of fluorescence intensity,
uenching effects of various ions present in seawater, removal of
ajor quenching effects of chloride and bromide ions by nitric

cid treatment, uranium concentration in actual seawater sam-
les is determined using a steady state laser fluorimeter. The minor
uenching effect caused due to ions other than chloride and bro-
ide is corrected by steady state fluorescence correction method.
he method is based on the fact that slope of the plot of fluorescence
ntensity versus concentration of the analyte is a function of the
uencher concentration. The slope is the highest for the free analyte
nd decreases as the quencher concentration increases. Therefore,
omparison of the slope of the plot of fluorescence intensity versus

ig. 7. Steady state fluorescence method for calculating uranium concentration. a:
tandard addition curve without seawater, b: standard addition curve with seawater.
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W-5
173.2
173.8
172.9

oncentration of the free analyte to that for the sample (in pres-
nce of quenchers) indicates the extent of quenching due to the
oncomitant ions of the sample. To determine uranium in seawater
ample, two sets of experiments were carried out simultaneously.
n the first experiment 5 ml concentrated nitric acid and 0, 1, 2, and
ng ml−1 uranium were taken. In second experiment along with
itric acid and increasing concentration of uranium, 5 ml seawa-
er also was taken. The solutions were processed as described in
ection 2.3. Uranium fluorescence intensity was measured in the
rocessed solutions. A plot of fluorescence intensity versus ura-
ium concentration was made as shown in Fig. 7. Fig. 7(a), shows
he plot of the fluorescence intensity versus concentration for free
ranium over the concentration range of 0–3 ng ml−1 where as
ig. 7(b) shows the same plot in presence of 5 ml seawater. The
traight line shown in these plots are the least square fits of the
orresponding data. As expected, the slope of the plot involving
eawater sample (Ss = 170.9) is smaller than the slope of the plot
ithout the seawater (S0 = 180). Now as per S. Maji et al. [15] we

an write:

I0
Is

= S0

Ss
(1)

here I0 and Is are the fluorescence intensity corresponding to a
articular concentration of uranium without sample and with sam-
le, respectively. Maji et al. have used the ratio of the slopes to
onvert the quenched fluorescence intensity Is to a corrected value,
0 using Eq. (1) as follows.

0,corrected =
(

S0

Ss

)
Is (2)

Now this corrected fluorescence intensity (I0,corrected) is used in
he fluorescence intensity versus uranium concentration plot for
ree uranium (i.e. without sample) to read the concentration of ura-
ium in the sample. However, this two-step calculation of uranium
oncentration in a given sample (first I0,corrected for a measured Is
nd then uranium concentration from the fluorescence plot for free
nalyte) is a little tedious. Instead we have derived an equation
hich is then used to find out the uranium concentration in a single

tep calculation.
The fluorescence intensity (FI) versus uranium concentration

[U]) plot is a straight line and hence it can be fitted into the equa-

ion:

I = S[U] + C (3)

here S is the slope and C is the intercept of the plot. The plot for
ree analyte (i.e. without sample) will not have an intercept and
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Table 3
Uranium in seawater sample

Samples Uranium conc. in ng/ml
(n = 3) Laser Fluorimetry

Uranium conc. in ng/ml
(n = 3) LSASV

SW 1 2.50 ± 0.12 2.56 ± 0.14
SW 2a 4.45 ± 0.20 5.00 ± 0.18
SW 3 3.03 ± 0.15 2.98 ± 0.13
SW 4 3.12 ± 0.18 3.07 ± 0.15
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W 5 3.22 ± 0.13 3.10 ± 0.16

a SW 2: collected from the out let of a reverse osmosis plant where seawater is
.5 times concentrated.

ence;

I = S0[U] (4)

hen FI becomes I0,corrected(fluorescence intensity of analyte in
ample after quenching correction), [U] becomes Us (concentration
f uranium in sample). Then we can write;

0,corrected = S0Us (5)

r,

s = I0,corrected

S0
(6)

Expansion of equation (6) gives;

s =
(

S0

Ss

)
Is
S0

= Is
Ss

(7)

here Us is the uranium concentration in the sample and Is is its
uorescence intensity as measured by the instrument. Therefore,
y using Eq. (7) uranium concentration in the sample can be directly
alculated in a single step and there is no need to plot the fluores-
ence intensity versus uranium concentration plot for free uranium
i.e. without sample). The quenching effect contributes to both Is
nd Ss and hence when the ratio is taken for Us calculation it gets
ullify.

.6. Final methodology followed for uranium estimation in
eawater

Taking the various factors studied and Eq. (7) in to account the
ollowing procedure is outlined for analysis of uranium in seawater.

5 ml seawater was taken each in four 50 ml beaker and to them
ml concentrated nitric acid was added. In these beakers 0, 100,
00 and 300 �l of 100 ng ml−1 uranium standard solution was
dded respectively. The content of the beakers were evaporated
o dryness on a sand bath and then to them 2 ml of 25% phos-
horic acid solution was added. The solutions were then made

p to 10 ml and fluorescence intensity was measured. Blank (flu-
rescence intensity of only 5 ml nitric acid processed as sample)
uorescence intensity was subtracted from all the four fluorescence

ntensity measured for samples and sample with standards. Flu-
rescence intensity of sample without any standard gives Is. Let

[

[
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thers are Is1, Is2 and Is3. Now these Is, Is1, Is2 and Is3 are plotted
gainst the added uranium concentration in the final solution that
s 0, 1, 2 and 3 ng ml−1. The slope of this plot is Ss. Once Is and Ss is
nown, uranium concentration in the sample Us can be calculated
y using Eq. (7). Using this method five seawater samples were
nalysed. The precision of the method was found to be within 1%.

Ss was found to vary within 1% R.S.D. for same type of samples as
hown in Table 2. For calculating the % R.S.D. five seawater samples
rom different locations were taken. Therefore, it is not required to
o standard additions in every sample for finding the Ss for each
ample. Instead standard addition in one sample is sufficient to
alculate Ss. This Ss can be used for other samples having same
atrix for calculation of uranium concentration.

.7. Validation of values obtained from laser fluorimeter

The values were validated by analyzing the same sam-
les by linear sweep adsorptive stripping voltametry (LSASV)
f the uranium–chloranilic acid (2,5-dichloro-3,6-dihydroxy-1,4-
enzoquinone) complex. The values were found to agree well with
he values obtained from laser fluorimetry measurements and are
resented in Table 3.

. Conclusion

By a simple nitric acid treatment method, uranium can be esti-
asted precisely using a laser fluorimeter in a complex matrix

ike seawater. This method does not require any tedious matrix
eparation and analyte pre-concentration steps and have good pre-
ession.

eferences

[1] M. Tamada, N. Seko, F. Yoshii, Radiat. Phys. Chem. 71 (2004) 221.
[2] Uranium from seawater report, issued by United Kingdom Atomic Energy

Authority, October 1976.
[3] N.L. Misra, S. Dhara, K.D. Singh Mudher, Spectrochimica Acta Part B 61 (2006)

1166.
[4] P.G. Barbano, L. Rigali, Anal. Chim. Acta 96 (1978) 119.
[5] Dj. Dozozan, M.H. Pournaghi-Azar, J. Toutounchi-Asr, Talanta 46 (1998) 123.
[6] M. Nagj, J. Makjanic, I. Orlic, S. Tomic, V. Valkovic, J. Radioanal. Nuclear Chem.

97 (1986) 373.
[7] D.P.S. Rathore, M. Kumar, Talanta 62 (2004) 343.
[8] J.C. Veselsky, B. Kwlecinsk, E. Wehrstein, O. Suschny, Analyst 113 (1988) 451.
[9] A. Rani, S. Singh, Health Phys. 91 (2006) 101.
10] A. Premadas, P.K. Srivastava, J Radioanal. Nuclear Chem. 242 (1999) 23.
11] J.R. Lakowicz, Topics in Fluorescence Spectroscopy-Principles, Vol. 2, Plenum

Press, New York, 1991.
12] T. Matsui, H. Fujimori, K. Suzuki, J. Nucl. Sci. Tech. 25 (1988) 868.
13] W. Davies, W. Grey, Talanta 11 (1964) 1203.
14] G. Geipel, Coordination Chemistry Reviews 250 (2006) 844.
15] S. Maji, K. Sundararajan, K.S. Viswanathan, Spectrochimica Acta part A 56 (2000)
1251.
16] R.P. Thomas Gibb, Jr., Editor, Analytical Methods in Ocenography, Advances in

chemistry series 147, American Chemical Society, Washington D.C., p-2, 1975.
ISBN 0-8412-0245-1.

17] F. Culkin, in: J.P. Riley, G. Skirrow (Eds.), Chemical Ocenography, Vol 1, Academic,
1965, p- 121.



Talanta 77 (2008) 388–393

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

Development of a new sequential injection in-line cloud point extraction
system for flame atomic absorption spectrometric determination
of manganese in food samples

Valfredo Azevedo Lemosa,∗, Patrícia Xavier Balizab, Anaildes Lago de Carvalhoa,
Rafael Vasconcelos Oliveiraa, Leonardo Sena Gomes Teixeirac, Marcos Almeida Bezerraa

a Universidade Estadual do Sudoeste da Bahia, Núcleo de Química Analítica da Bahia (NQA), Laboratório de Química Analítica (LQA),
Campus de Jequié, 45.506-191 Jequié, Bahia, Brazil
b Universidade Federal da Bahia, Instituto de Química, Campus Universitário de Ondina, 40.170-280 Salvador, Bahia, Brazil
c Universidade Salvador, Departamento de Engenharia e Arquitetura, Av. Cardeal da Silva 132, 40220-141Salvador, Bahia, Brazil

a r t i c l e i n f o

Article history:
Received 11 May 2008
Received in revised form 28 June 2008
Accepted 30 June 2008
Available online 9 July 2008

Keywords:
Manganese

a b s t r a c t

A preconcentration method for manganese determination by sequential injection cloud point extraction
with subsequent detection by flame atomic absorption spectrometry (FAAS) has been developed. The
enrichment of Mn was performed after a preliminary on-line cloud point extraction and entrapment of
manganese-containing surfactant aggregated within a minicolumn packed with cotton. The laboratory-
made reagent 4-(5′-bromo-2′-thiazolylazo)orcinol (Br-TAO) and the surfactant Triton X-114 were used
for cloud point extraction. The manganese ions were eluted with sulphuric acid solution and directly
introduced into the FAAS. Chemical and flow variables affecting the preconcentration were studied. Using
a sample volume of 2.80 mL the limit of detection and enrichment factor were calculated to be 0.5 �g L−1
Cloud point extraction
Sequential injection
Br-TAO
P

and 14, respectively. The sample frequency is 48 h−1, considering a total run cycle of 75 s. The accuracy of
the proposed method has been demonstrated by the analysis of the certified reference biological materials
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. Introduction

Manganese is an essential trace element that can be found in
everal food items, such as tea, grains, rice, soya beans, eggs, nuts
nd cereals. This metal is essential for humans and other species of
he animal kingdom. Some organisms, such as diatoms, mollusks
nd sponges, can accumulate manganese. However, excessive lev-
ls of manganese are detrimental to the organism. People exposed
o very high levels of manganese for long periods of time can
evelop mental and emotional disturbances and slow and clumsy
ody movements. Therefore, the determination of trace amounts of
anganese in several matrices samples is very important for some

reas, such as environmental chemistry and food control [1,2].
Manganese determination at trace levels in real samples is fre-
uently difficult because of low concentration of the metal and
atrix interferences. In this manner, the determination generally

s associated to preliminary step for enrichment and elimination
f interfering species. Several enrichment procedures have been
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method has been applied to determination of manganese in food samples.
© 2008 Elsevier B.V. All rights reserved.

eveloped for the determination of Mn, involving different ana-
ytical techniques such as coprecipitation [3,4], liquid–liquid [5],
olid-phase extraction (SPE) [6,7] or cloud-point extraction (CPE)
8–10]. Among the various analytical techniques, CPE has been
argely applied in preconcentration procedures due to advantages
btained such as reducing of disposal costs and extraction time,
implicity and achievement of high recoveries. This separation
echnique has received great attention because of its great potential
n separation of toxic solutes from several matrices.

Cloud point extraction has been successfully coupled to on-
ine systems in order to determine several species in different

atrices [11,12]. This combination is advantageous because it elim-
nates manual operations typical of batch systems, such as heating,
entrifugation, cooling, removal of supernatant and dilution. The
n-line incorporation of CPE to FIA was reported for the first time for
he determination of coproporphyrin in pretreated urine samples
13]. Low levels of mercury(II) have been determined in water sam-

les using a flow injection system involving CPE and spectrophoto-
etric detection [14]. A flow injection on-line micelle-mediated

reconcentration and separation procedure was used for ETAAS
etermination of trace lead in biological samples [15]. A compari-
on of traditional cloud-point extraction and on-line flow-injection
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Fig. 1. Schematic diagram of on-line CPE system with sequential injection for FAAS
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loud-point extraction has been presented in a detailed dis-
ussion of several preconcentration conditions for both CPE
rocedures [16]. The authors highlighted the principal advantages
f on-line FI CPE, especially preconcentration factor, extraction
fficiency and analysis time. The dye 2-(5-bromo-2-pyridylazo)-
-diethylaminophenol (Br-PADAP) has been used as complexing
gent in on-line CPE methodologies for the preconcentration and
etermination of gadolinium [17], dysprosium [18,19] and iron [19]
ontent in urine samples.

Pyridylazo and thiazolylazo dyes have been used as extractants
or various metal ions in different preconcentration methods. The
se of these substances in extraction procedures is advantageous
uo their great capacity to form insoluble complexes with many
etallic substances [20–22]. Several pyridylazo and thiazolylazo

eagents have been used for cloud-point extraction of metals. This
aper reports the development of a new on-line CPE system with
equential injection for FAAS determination of trace manganese in
ood samples. A thiazolylazo dye (Br-TAO) has been prepared for
he first time for this application. The study of variables affecting
he on-line system was followed by application of the procedure
n the determination of Mn in food. No reports were found in the
iterature on CPE on-line systems with sequential injection.

. Experimental

.1. Chemicals and reagents

All the reagents were of analytical grade. Deionized water
as used to prepare all solutions. The laboratory glassware
as kept in dilute nitric acid at least overnight and subse-

uently washed with deionized water. Manganese stock solution
ontaining 1000 �g mL−1 was purchased from Merck, Darm-
tadt, Germany. Working manganese standards of between 5.0
nd 100.0 �g L−1 were prepared on a daily basis by serial
ilution from this stock standard. Solutions of the non-ionic
urfactant Triton X-114 (Sigma–Aldrich, Milwaukee, USA) were
repared in high purity deionized water. Br-TAO solutions were
repared by dissolving appropriate amounts of 4-(5′-bromo-
′-thiazolylazo)orcinol (Br-TAO) laboratory-prepared in absolute
thanol (Merck). Hydrochloric, nitric and sulphuric acid solutions
ere prepared by direct dilution with deionized water from the

oncentrated solutions (Merck). KCl–HCl (3.0), acetate (4.7–6.0),
orate (7.0–8.0) and ammonia (8.5–9.2) buffers were used to adjust
he sample pH [23]. Sodium carbonate (Vetec, Rio de Janeiro, Brazil),
-amino-5-bromothiazole (Sigma–Aldrich), sodium nitrite (Vetec),
rcinol (Merck) and ethanol (Merck) were used for synthesis of
r-TAO. The accuracy of the method was assessed by analyzing
he following certified reference materials (CRM): SRM 1568a rice
our and SRM 1573a tomato leaves from the National Institute of
tandards and Technology (Gaithersburg, MD, USA).

.2. Instrumentation

A PerkinElmer Instruments (Shelton, USA) model AAnalyst
00 flame atomic absorption spectrometer equipped with an
ir–acetylene burner was used for absorbance measurements. A
anganese hollow cathode lamp (PerkinElmer instruments) was

sed as the light source at a wavelength of 279.5 nm and oper-
ted at 15.0 mA, with a 0.2 nm spectral bandpass. Deuterium lamp
ackground correction was also used. The flame composition was

cetylene (flow rate: 2.0 L min−1) and air (flow rate: 13.5 L min−1).
ebulizer flow rate was 5.0 ml min−1. Digestion of food samples and
ertified reference materials was carried out in a Parr Instrument
749 (Moline, IL, USA) acid digestion bomb enclosing a chemically
nert Teflon sample cup of 23 mL. Infrared spectrum was recorded

2

s
a

etermination of trace manganese. P1 and P2, peristaltic pumps; V1, six-position
otary valve; V2, four-way rotary valve; C, minicolumn packed with cotton; T, T-piece
onnected to two-way valve; HC, holding coil; S, sample solution; SR, surfactant-
eagent solution; EL, electrolyte solution; E, eluent; W, waste.

n an ABB Bomen MB series model MB100 Fourier transform IR
pectrometer.

The sequential injection preconcentration system is illustrated
n Fig. 1. The SI manifold consists of a Rheodyne (Cotati, USA) model
011 six-position rotary valve, a Rheodyne model 5041 four-way
otary valve (Cotati, USA) and two multichannel peristaltic pumps
odel 204 from Millan (Colombo, Brazil) furnished with silicone

ubes to delivery the solutions. A T-piece connected to a laboratory-
ade Teflon two-way valve (T) was inserted into the system. This
anually operated valve is open only when P2 is on. A minicol-

mn manufactured from a PVC tube (3.50 cm length and 0.4 cm i.d.)
acked with 100 mg of cotton was also used. All connections of flow
ystem were made using fittings, unions and tees made of plastic
nd PEEK materials. The manifold was built up with PTFE tube of
.5 mm bore. All pH measurements were made with a Digimed DM
0 model (Santo Amaro, Brazil) digital pH meter.

.3. Synthesis of Br-TAO

For Br-TAO preparation, a modified procedure based in the
ynthesis of similar reagents [20,24] has been performed. 2-Amino-
-bromothiazole (2.0 g) was dissolved in 50 mL of a 6.0 mol L−1

ydrochloric acid solution at 0–5 ◦C. A solution of 0.53 g of sodium
itrite in 20 mL of water was added dropwise. The mixture was
tirred and kept at 0–5 ◦C for 45 min. For coupling, 0.96 g of orcinol
as added to 20 mL of 1.0 mol L−1 sodium carbonate solution and

he mixture was cooled to 0–5 ◦C. This solution was added dropwise
o the above diazotized compound at vigorous stirring. The system
as allowed stand overnight in refrigerator at 0–5 ◦C. The product
as filtered and rinsed with cold water. The dark-red precipitate

esulting was purified by recrystallization with ethanol and active
arbon.

Solubility tests, melting point and IR instrumental techniques
ave been used for Br-TAO characterization. The solubility of dye
as tested and it was found that Br-TAO is soluble in a 5% (w/v)
aOH solution, methanol and ethanol, and insoluble in water. Melt-

ng point was determined seven times and varied in the range
f 205–207 ◦C ◦C. The IR spectrum of the dried product showed
ands in the region ranging from 3400 to 3200, 1300 to 1100
nd 1050 cm−1 corresponding to –OH, C–O, and –C–N frequencies,
espectively. Fig. 2 shows a proposed structure for Br-TAO.
.4. Operating procedure

The steps of the complete cycle for on-line CPE system with
equential injection for FAAS determination of trace manganese
re summarized in Table 1. The analysis procedure started when
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Table 1
Sequence steps of a complete measurement cycle for the determination of manganese

Step Time (s) Valve 1 position Valve 2 position Pump 1 Pump 2 Action

1 20 1 1 On Off Aspirate sample
2 5 2 1 On Off Aspirate reagent and surfactant
3 5 3 1
4 30 4 2
5 10 5 2
6 5 6 1
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X-114, which possesses a low cloud-point temperature and high
density. In CPE procedures, it is necessary to determine the sur-
factant concentration for sufficient extraction of target analytes.
In this manner, the effect of Triton X-114 concentration on the
cloud point extraction of manganese has also been studied. This
Fig. 2. Proposed structure for Br-TAO.

he pump 1 (P1) is on, and valve 2 is in position 1. In these condi-
ions, the pump 2 (P2) is turned off and water is carried to FAAS.
irstly, 2800 �L of the sample solution (S), 700 �L of surfactant-
eagent solution (SR) and 700 �L of electrolyte solution (EL) were
spirated from ports 1, 2 and 3, respectively, into the holding coil
HC, 200 cm) at a flow rate of 140 �L s−1. When the reaction mixture
ntered for whole the holding coil, the valves 1 and 2 were simulta-
eously switched to its 4 and 2 positions, respectively. The reaction
ixture was then propelled to the minicolumn (C) through port
at a flow rate of 140 �L s−1. After loading, the valve 1 was then

witched to position 5. Simultaneously, the pump 2 was turned on
nd the two-way valve was opened. In this situation, a stream of
luent (E) passes through the minicolumn to release manganese
ons directly into the nebulizer of the spectrometer. At the same
ime, water is dispensed to flow through the holding coil in order to
liminate any loosely adhering concomitants from the tube walls to
aste (W). Thereafter, air was aspirated into the holding coil from
ort 6 in order to deliver the water. The cycle time was 75 s (48
eterminations per hour). The transient signal from the detector
as recorded as a peak. Peak height values were adopted for quan-

ification, considering that a good precision was achieved within
he concentration range studied.

.5. Samples and sample pre-treatment

Two NIST certified reference biological materials were used for
ethod validation: SRM 1568a (rice flour) and SRM 1573a (tomato

eaves). Food samples (rice flour, infant formula and corn flour)
ere purchased at supermarkets from Jequié, Bahia, Brazil. Approx-

mately 0.10 g for dry sample (food or certified reference biological
aterial) were weighed into PTFE vessels and digested in a mix-

ure of 4.0 mL of 1:1 (v/v) nitric acid solution on a stove. After
igestion, the resultant solution was allowed to cool at room tem-
erature. These solutions were adjusted to pH 9.0 with a 10% (w/v)
odium hydroxide and 10 mL of an ammonia buffer solution. The
ixtures were finally diluted to final volume by double deionized
ater. Spiked samples were also prepared in order to calculate the

ecovery of the digestion procedure. Blanks were prepared in the
ame way as the samples. The final concentration of Mn in all these
amples was in the linear range of the method.
. Results and discussion

In the optimization of the method, a known amount of
anganese (100 �g L−1) has been injected in the system. The
On Off Aspirate electrolyte solution
On Off Propulsion through minicolumn
Off On Elution and reading washing of holding coil
On Off Deliver water from holding coil

arameters potentially influencing the manganese extraction were
nvestigated through the analytical signals.

.1. Optimisation of chemical variables

The firstly studied parameter was the influence of pH in the
loud point extraction of Mn. The pH of the manganese solution
as adjusted by the addition of 10 mL of buffer solution. The pH
f buffer solution had been varied in the range of 3.0–10.0. The
esults are shown in Fig. 3. It can be observed that the analytical
ignal is maximum at pH 9.0. Therefore, a pH 9.0 (ammonia buffer)
anganese solution was used in the following studies.
The addition of electrolytes has been employed as a good alter-

ative in CPE on-line procedures for an efficient preconcentration
f hydrophobic substances from an aqueous phase into a non-ionic
urfactant phase. The salting-out effect caused by the presence of
lectrolytes induces the phase separation resulting in a more effi-
ient extraction. The electrolytes Na2SO4, NaCl, KCl, K2SO4, and
NO3 were tested as salting-out agents in the proposed CPE sys-

em. Best results were provided by NaCl. In this manner, a saturated
aCl solution was used in all subsequent experiments.

The influence of Br-TAO concentration on the cloud point extrac-
ion of manganese has also been investigated. Surfactant-reagent
olutions (SR) were prepared and the Triton X-114 concentration
as fixed at 2.5 × 10−2% (v/v). Several Br-TAO amounts varying in

he range between 3.0 × 10−7 and 1.6 × 10−5 mmol L−1 were tested.
he analytical signal increases up to a Br-TAO concentration of
.0 × 10−6 mmol L−1 and reaches a maximum value. So a Br-TAO
oncentration of 1.0 × 10−5 mmol L−1 was chosen for further exper-
ments.

The surfactant chosen for cloud point extraction was Triton
Fig. 3. Effect of pH on CPE on-line preconcentration of manganese.
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Table 3
Tolerance limits for coexisting ions for determination of manganese (100 �g L−1)

Substance Maximum tolerable amount

Al3+ 1.0 mg L−1

Cl− 10.0 g L−1

Co2+ 1.0 mg L−1

Cu2+ 0.1 mg L−1

Fe3+ 1.0 mg L−1

K+ 5.0 g L−1

Mg2+ 1.0 g L−1

Na+ 10.0 g L−1

Ni2+ 1.0 mg L−1
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order to retain the micelle phase. Based in previous methodologies
[13,17], glass wool, cigarette filter and cotton were tested as filtering
ig. 4. Effect of eluent concentration on CPE on-line preconcentration of manganese.

ffect was examined in the range of 1.0 × 10−3 to 2.5 × 10−2% (v/v).
he highest analytical signals for manganese were found in the
ange between 5.0 × 10−3 and 2.5 × 10−2% (v/v) surfactant concen-
rations. A 1.0 × 10−2% (v/v) Triton X-114 solution was chosen for
ubsequent work.

After the preconcentration step, an appropriate solvent should
e used to remove the manganese-containing surfactant aggre-
ated within the minicolumn. This eluent is also employed to
ransport the metal ions to FAAS hence the selection of proper
luent is an essential factor determining the analytical signal of
anganese. Desorption of the retained manganese from the cot-

on minicolumn has been investigated. Several synthetic mixtures
f varying composition with respect to ethanol and their acid
ixtures were employed as eluents to achieve reasonable des-

rption efficiency and at the same time a favorable analytical
ignal for manganese. Mixtures containing ethanol were found
o be efficient for the elution but these eluents were not able
o provide a good analytical signal for manganese. The use of
thanol or water alone resulted in poor elution. Therefore, mix-
ures containing ethanol were not used as eluent in subsequent
xperiments. Solutions of hydrochloric, nitric and sulphuric acid
resented the best results in terms of elution and response. Sul-
huric acid has been chosen for subsequent experiments because
his eluent provided more precise results. Different H2SO4 concen-
rations in the range of 5.0 × 10−3 to 1.0 × 10−1 mol L−1 were tested
or the quantitative elution of manganese ions from the minicol-
mn. The signals obtained for manganese as a function of sulphuric
cid concentration are shown in Fig. 4. The results indicated that
he signal for manganese is maximum when the concentration of

ulphuric acid is up to 2.5 × 10−2 mol L−1. A 5.0 × 10−2 mol L−1 sul-
huric acid aqueous solution was used as eluent in all subsequent
xperiments.

able 2
eatures of the sequential injection on-line CPE preconcentration system for man-
anese determination (A, absorbance; C, Mn concentration, �g L−1)

nrichment factor 14
ample consumption (�L) 2800
onsumptive index (mL) 0.20
ample frequency (h−1) 48
imit of detection (�g L−1) 0.5
imit of quantification (�g L−1) 1.7
inear range (�g L−1) 1.7–150.0
recision (R.S.D.%) 6.3% (50 �g L−1) and 5.4% (100 �g L−1)
alibration function A = 5.00 × 10−3 + 2.49 × 10−3C

m
i

T
R

S

R

I

C

C

b2+ 0.1 mg L−1

n2+ 1.0 mg L−1

O3
− 5.0 g L−1

.2. Optimization of FI flow conditions

The influence of flow rate of surfactant-rich phase passing
hrough minicolumn has also been investigated. Flow rate values
anging from 75 to 180 �L s−1 were tested. The most favorable col-
ecting conditions were achieved when using flow rates in the range
rom 130 to 155 �L s−1. The flow rate of surfactant-rich phase was
xed at 140 �L s−1. This value was also chosen for aspiration flow
ate described in Section 2.4 in order to facilitate the operation.

In the proposed procedure, the eluent flow rate controls the
elocity of desorption of manganese from the cotton minicolumn.
xperiments were carried out by pumping a 5.0 × 10−2 mol L−1

ulphuric acid solution in order to achieve an analytical signal
s high as possible. Best results were found within the range of
.5–7.0 mL min−1. An eluent flow rate of 5.0 mL min−1 was selected,
hich provides good sensitivity and combines aspiration (FAAS)

nd desorption flow rates.
In order to verify the effect of temperature and incubation time

n CPE of manganese, a temperature controlled water-bath has been
ntegrated into the SIA manifold. The holding coil was inserted in
he water-bath and the temperature was varied in the range of
0–70 ◦C. In this experiment, the electrolyte has not been added
nd the step 3 in Table 1 was modified. At this step, when the
eaction mixture entered the holding coil, the flow was stopped
or periods from 0 to 60 s. Temperatures exceeding 70 ◦C were not
ested due to the formation of air bubbles. No significant change
n analytical signal of manganese was observed if the temperature
f holding coil varied from 25 (room temperature) to 70 ◦C for any
ncubation time. Therefore, all experiments were carried out at a
oom temperature of 25 ◦C and the period for incubation time was
uppressed.

After the phase separation, a filtering material should be used in
aterial. Best results, in terms of analytical signal and reproducibil-
ty, were obtained when cotton was used. The amount of cotton in

able 4
esults obtained for manganese determination in food samples (n = 4)

ample Manganese content (�g g−1) R (%)

Added Found

ice flour
0.0 2.2 ± 0.1

985.0 7.1 ± 0.3

nfant formula
0.0 6.9 ± 0.3

1065.0 12.2 ± 0.5

orn flour
0.0 4.3 ± 0.1

1045.0 9.5 ± 0.5

onfidence interval, 95%; R, recovery.
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Table 5
A comparison of the analytical features of the present method against some of the on-line preconcentration procedures for Mn with detection by FAAS

Separation technique EF f (h−1) V (mL) LOD (�g L−1) Sample Reference

SPE 30 10 15 12.0 Natural water [7]
SPE 26 60 – 1.5 Biological samples [29]
SPE 47 60 4.2 0.9 Mussel and non-fat milk [30]
SPE 80 30 7.0 0.5 Seawater [31]
SPE 21.3 12 2.5 0.8 Urine [32]

Precipitation 55 – 8 2.0 Biological
sam-
ples

[33]
24 1.0

Precipitation 30 – 150.0 2.6 Water, soil and sediment [4]
CPE 49.1 – 50.0 0.39 Milk and water [34]
CPE 20 – 10.0 1.45 Water [35]
CPE 84 – 70.0 0.60 Saline effluents [36]
CPE 20 – 100.0 5.0 Water [37]
C 0.2
C 0.5
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PE 57.6 – 50.0
PE 14 48 2.8

F, enrichment factor; f, sampling frequency; V, sample volume; LOD, limit of detec

he minicolumn was varied from 50 to 150 mg. It was found that
00 mg of cotton is sufficient for the maximum analytical signal.
he amount of cotton was limited by the backpressure produced
y the minicolumn. A cylindrically shaped polyvinyl chloride mini-
olumn (3.50 cm × 4.0 mm id) packed with 100 mg of cotton was
hen used in further experiments.

.3. Features of the proposed analytical method

Under the optimal working conditions, the analytical prop-
rties of merit obtained for the on-line cloud point extraction
ystem for Mn were summarized in Table 2. Regression curve
ithout preconcentration resulted in the following equation:
= −2.00 × 10−3 + 1.75 × 10−4C (Mn 50–3000 �g L−1), where A is

he absorbance and C is the manganese concentration in solution,
n �g L−1. This equation was obtained under optimum conditions
f the spectrometer. The relative standard deviation (R.S.D.%, n = 7,
= 1000 �g L−1) for direct measurement of absorbance is 0.8%.

An enrichment factor of 14 was obtained by aspirating a sam-
le loading volume of 2.8 mL into on-line preconcentration system.
nrichment factor was calculated as the ratio of the slopes of the
inear section in calibration graphs for preconcentration and direct
spiration, respectively [25]. Consumptive index (CI) was also cal-
ulated. This parameter is defined as the volume of the sample
onsumed to achieve a unit of EF [25]. It was calculated by the ratio
f the sample volume, in milliliters, and EF. The calibration graph
or manganese is linear up to 150 �g L−1.

From the calibration curve, the detection limit (LOD) was cal-
ulated as LOD = 3 (s/m), where s is the standard deviation of 12
easurements of a reagent blank, and m is the slope of the cal-

bration curve. The quantification limit (LOQ) was calculated as
OQ = 10 (s/m). From these equations, LOD and LOQ were found to
e 0.5 and 1.7 �g L−1, respectively. The precision, assessed as the
elative standard deviation of Mn determination was obtained by
easuring the analytical signal for seven cycle times at levels of 50

nd 100 �g L−1 Mn. The R.S.D. obtained were 6.3% (50 �g L−1) and
.4% (100 �g L−1).

.4. Effect of foreign ions

To evaluate the interference of co-existing ions on the determi-

ation of manganese, solutions of the Mn(II) and a single coexisting

on were prepared. Various kinds of ions were added to the aqueous
olution containing 100 �g L−1 Mn(II). Manganese was determined
y the on-line CPE proposed system. A relative error of less than 5%
as considered to be within the range of experimental error. The

g
t
r
r
f

8 Water [38]
Food [This work]

I, consumption index; SPE, solid-phase extraction; CPE, cloud point extraction.

aCl interference was studied without considering the salt amount
dded as electrolyte. As shown in Table 3, the presence of tested
pecies caused no appreciable interferences in the determination
f manganese.

.5. Analysis of standard reference materials

In order to study the accuracy of the proposed procedure, two
tandard reference materials were analyzed. The samples were
igested by using the dissolution procedure described in sec-
ion 2.5. The standard rice flour (SRM 1568a) and tomato leaves
SRM 1573a) reference materials have a certified manganese value
f 20.0 ± 1.6 and 246 ± 8 �g g−1, respectively. The metal content
stablished by the present procedure (NIST 1568a, 19.3 ± 1.2 �g g−1

nd NIST 1573a, 239 ± 5 �g g−1) agrees well with the certified val-
es. The results indicate the effectiveness and accuracy of the
roposed method.

.6. Determination of manganese in commercial food samples

The proposed method was applied to the determination of
anganese in food samples (rice flour, infant formula and corn

our), collected from supermarkets and street markets in Jequié
ity, Bahia, Brazil. These samples were subjected to digestion, pre-
oncentration and manganese determination using the proposed
rocedure. The results are listed in Table 4. The percentage recovery
R) was determined by using the equation: R = {100(Cm − Co)/m}.

here Cm is a value of metal in a spiked sample, Co is a value of
etal in a sample and m is the amount of metal spiked. The obtained

ecoveries were satisfactory for all samples and varied between 98
nd 104%. These results demonstrate the applicability of the pro-
osed CPE on-line system in the determination of manganese in
ood matrices.

. Conclusion

The proposed on-line sequential injection cloud point extrac-
ion system was successfully applied for on-line preconcentration
nd determination of manganese in food samples by FAAS. This
tudy allowed the development of a new, rapid, easy to use, safe
nd inexpensive methodology for the determination of trace man-

anese in food samples. The proposed methodology was compared
o a variety of methods for determination of manganese reported
ecently in the literature. The distinct characteristics are summa-
ized in Table 5. As can be seen from the table, except enrichment
actor, the obtained analytical features by the proposed procedure
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he significant features of the proposed method are the sample
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ine system. Other interesting feature is the low sample volume
equired in this method. Due to good analytical characteristics s
he proposed procedure has been demonstrated to be promising
or trace element analysis. The wide spectrum of potential meth-
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a b s t r a c t

NiO hollow nanospheres were synthesized by controlled precipitation of metal ions with urea using
carbon microspheres as templates, which were for the first time adopted to construct a novel amperomet-
ric glucose biosensor. Glucose oxidase was immobilized on the surface of hollow nanospheres through
ccepted 20 June 2008
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eywords:
lucose biosensor
iO hollow nanospheres

chitosan-assisted cross-linking technique. Due to the high specific active sites and high electrocatalytic
activity of NiO hollow nanospheres, the constructed glucose biosensors exhibited a high sensitivity of
3.43 �A/mM. The low detection limit was estimated to be 47 �M (S/N = 3), and the Michaelis–Menten
constant was found to be 7.76 mM, indicating the high affinity of enzyme on NiO hollow nanospheres
to glucose. These results show that the NiO hollow nanospheres are a promising material to construct
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lucose oxidase
hitosan

enzyme biosensors.

. Introduction

Numerous efforts have been focused on the development of
iosensors in recent years because of their applications in bio-

ogical and chemical analysis, clinical detection, environmental
onitoring, and food processing industries [1,2]. There is always
demand for highly sensitivity, stable and disposable biosensors

n determining glucose in blood and urine for the diagnosis of
iabetes. Enzyme immobilization is considered as an important

actor in biosensor technologies. The search for novel materials
o design electrochemical biosensors is of significant at present.
ecently, nanostructures such as ZnO nanowires, ZrO2 nanopar-
icles, carbon nanotubes, polyaniline nanofibers, and polypyrrole
anotubes have been widely investigated as alternative matrices

or immobilization of enzyme due to their exceptional electrical,
ptical, biocompatible properties [3–6]. Besides, their large surface
rea can immobilize more enzyme molecules and provide direct
lectron transfer between the active sites of enzyme and elec-

rode. Among the nanomaterials, NiO nanostructures have received
onsiderable attention in recent years due to their broad applica-
ions such as catalyst, battery cathode, gas sensors, electrochromic
lms, and magnetic material [7–9]. However, the application of

∗ Corresponding author. Tel.: +86 731 8822332; fax: +86 731 8822332.
E-mail address: thwang@hnu.cn (T. Wang).
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iO nanostructures in biosensors is rare. As NiO is a biocom-
atible material with a high isoelectric point (IEP) of about 10.7,
hich make it suitable for adsorption of proteins with low IEPs

y electrostatic interaction. Moreover, NiO nanostructures with
igh chemical stability, high electrocatalysis, and high electron
ransfer capability are promising for biosensor application. In
his letter, a biosensor with high sensitivity based on NiO hol-
ow nanospheres was fabricated. NiO hollow nanospheres were
ynthesized by a controlled precipitation of Ni2+ in the presence
f carbon microspheres as templates. Due to the hollow struc-
ure of NiO nanomaterials, the immobilized glucose oxidase (GOx)
howed high loading and fast electron transfer rate. The resulting
iosensor exhibited high sensitivity, low detection limit to glu-
ose. All the results provided that NiO hollow nanospheres were
ood matrices for protein immobilization and biosensors prepara-
ion.

. Experimental details

.1. Reagents
The glucose oxidase (GOx, E.C 1.1.3.4, from Aspergillus niger,
00 units mg−1), �-d-(+)-glucose, and chitosan (CHIT) were
btained from Sigma–Aldrich. All the other chemicals were of ana-

ytical grade supplied by Shanghai Chemical Reagent (Shanghai,
hina) and were used without further purification. The phosphate
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Fig. 1. (a) XRD pattern of as-grown NiO hollow nanospheres. (b) SEM image

uffer solutions (PBS, pH 6.98) were prepared from 0.04 M Na2HPO4
nd 0.027 M KH2PO4. All the solutions were prepared with dou-
ly distilled water, which was purified with a Milli-Q purification
ystem.

.2. Apparatus

The electrochemical experiments were carried out with a CHI
60A electrochemical workstation (Shanghai, China) with a con-
entional three-electrode cell. The modified or unmodified glassy
arbon (GC) electrodes were used as the working electrode. The
t wire and a saturated calomel electrode (SCE) were used as the
ounter and reference electrodes, respectively. All the solutions
ere purged with high purity nitrogen for at least 20 min prior to

xperiments and a nitrogen environment was then kept over the
olution in the cell. The morphology and size of the synthesized
iO hollow nanospheres were characterized by scanning electron
icroscopy (SEM) [JSM-6700F] and transmission electron micro-

cope [JEOL-3010F]. The operating voltage of SEM and TEM were
kV and 200 kV, respectively. The crystal structure of the sample
as determined by X-ray diffraction (XRD) [D/max 2550 V, Cu K�

adiation].

.3. Synthesis of NiO hollow nanospheres

The NiO hollow nanospheres were synthesized by controlled

recipitation method and the as-prepared carbon microspheres
ere used as templates [10,11]. Briefly, the carbon microspheres
ere synthesized through the polycondensation reaction of glu-

ose under hydrothermal condition. In a typical procedure, 8 g of
lucose was dissolved in 40 ml of deionized water. The solution was

t
t
i
b
k

hollow nanospheres. (c) and (d) TEM images of a single hollow nanosphere.

hen transferred to a 40 ml Teflon-lined autoclave and maintained
t 180 ◦C for 6 h. Black products were obtained after centrifuga-
ion. 5 mmol of Ni(NO3)2 was dissolved in a mixture of 10 ml of
eionized water and 80 ml of ethanol to form a clear solution. 0.5 g
f as-prepared carbon microspheres was dispersed in the solution
bove with the aid of ultrasonication to give a suspension. 3 g of urea
as then added to the suspension with vigorous stirring. Finally, the
ixture was transferred into a round bottom flask, and kept at 60 ◦C

or 2 days. The obtained products were subjected to four centrifu-
ation/water and ethanol wash/redispersion cycles and then dried
t 80 ◦C for 12 h in an oven, followed by calcinations at 500 ◦C in air
tmosphere. Then an ashen product was collected.

.4. Preparation of CHIT/GOx/NiO/GC electrode

The GC electrode was polished by 0.3 and 0.05 �m aluminum
lurries, and then was cleaned by dipping into 1:1 (v/v) aqueous
olution of HNO3, deionized water and ethanol with the assistance
f ultrasonication prior to the experiment. The as-prepared NiO hol-
ow nanospheres were dispersed in ethanol by ultrasonication for
h to give a 3 mg/ml suspension. Firstly, 8 �l of the mixture of NiO
ollow nanospheres and ethanol was firstly cast on the surface of
C electrode and dried at room temperature. Secondly, 5 �l of GOx

olution (10 mg/ml, dissolved in 0.067 M PBS, pH 6.98) was dropped
nto the surface of GC electrode modified by NiO nanospheres.
inally, 5 �l of 0.5 wt.% CHIT solution dissolved in acetic acid solu-

ion was dropped onto the surface of GOx/NiO/GC electrode to avoid
he leakage of the enzyme. The device was dried at 4 ◦C overnight
n a refrigerator, followed by washing step to remove the unimmo-
ilized GOx. The CHIT/GOx/NiO/GC electrode was stored in PBS and
ept at 4 ◦C in a refrigerator when not in use.
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. Results and discussions

.1. Characterization of NiO hollow nanoshperes

The XRD pattern of the as-prepared product is shown in Fig. 1(a),
here all the diffraction peaks could be well assigned to cubic-
hase of NiO (JCPDS file No. 01-1239) with a lattice parameter
f 0.4195 nm. The absence of impurity peaks suggests the high
urity of NiO hollow nanospheres. The crystal size of the NiO par-
icles is estimated by Scherrer formula (D = 0.9�/(ˇ cos �)) from the
200) crystal surface to be about 12 nm [12], which is in agreement
ith the TEM image (Fig. 1(c)). Fig. 1(b) is a typical SEM image

f the NiO hollow nanospheres with diameters of about 150 nm.
nd it clearly shows that the product consists of interconnect-

ng hollow nanospheres. TEM image (Fig. 1(c) and (d)) shows that
he hollow nanospheres are composed of many NiO nanocrystals,
hich are interconnected with each other to form the NiO hollow
anospheres. The brighter region around the nanocrystals indicates
large amount of pores exist in the NiO hollow nanospheres, which

s useful for the adsorption of proteins.

.2. Electrochemical performance of the modified electrodes

The enzyme electrode was characterized by cyclic voltam-
etry between the potentials of −0.3 V and 0.5 V, as shown in

ig. 2(a). Curves a and b are the cyclic voltammetric responses
f CHIT/GOx/NiO/GC electrode in stirred 0.067 M (pH 6.98) PBS
n the absence and presence of 1 mM hydroquinone. No electro-
hemical response is observed in the absence of hydroquinone
curve a). The results indicate that hydroquinone could be used as a
iffusional electron-transferring mediator. In the present of hydro-
uinone, a pair of redox peaks with formal potential at −0.14 V and
0.35 V versus reference electrode was clearly observed, which can
e assigned to two-electron reversible redox reaction of benzo-
uinone/hydroquinone. With the addition of 2 mM, 3 mM, 4 mM,
mM glucose into the buffer solution containing hydroquinone,
sharp current increase at potential above 0.35 V was observed.

he electrocatalytic peak current increases with the increasing
oncentration of glucose in PBS. These results indicate that the
mmobilized GOx on NiO nanoparticles retains its electrocatalytic
ctivity for the oxidation of glucose. The typical enzyme-dependent
atalytic process can be described as follows:

H2 − 2e → Q (1)

Ox(FAD) + G
k1
�
k−1

GOx(FAD − G)
k2−→GOx(FADH2) + GI (2)

Ox(FADH2) + Q
k3−→GOx(FAD) + QH2 (3)

here GOx (FAD) and GOx (FADH2) represent oxidized and reduced
orms of glucose oxidase, Q and QH2 are the benzoquinone and
ydroquinone, and G and Gl are �-d-(+)-glucose and glucono-
-lactone, respectively. As the addition of glucose, the cathodic
urrent decreased because the reduced form of the enzyme
estrained the reduction of the benzoquinone at the electrode.
imultaneously, hydroquinoe was regenerated and then reoxidized
t the electrode, resulting in the increase of oxidation current. In the
bsence of mass transport limitations, the increase of the oxidation
urrent (icat) can be expressed as

1 1 1 1
(

1 1
)

icat
=

2Fk3S� 0
E

[Q]0
+

2FS� 0
E

k2
+

kred[G]
,

here F is the Faraday’s constant, S the electrode area, � 0
E the

urface concentration of enzyme, [Q]0 the mediator concentra-
ion, G the glucose concentration in PBS, kred = k1k2/(k−1 + k2)

c
t
r
s
N

ions. Inset: CVs of the electrode in the presence (curve a) and absence (curve b) of
ydroquinone. (b) CVs of the electrode in 0.067 M PBS (pH 6.98) containing 1 mM
ydroquinone at different scan rate.

13,14]. According to the equation, the surface concentration of
Ox immobilized on the electrode surface was estimated to
.7 × 10−13 mol/cm2, which is due to the large surface-to-volume
atio and high IEP of NiO hollow nanospheres.

Fig. 2(b) shows the cyclic voltammograms (CVs) of
HIT/GOx/NiO/GC electrode in PBS (pH 6.98) at different scan
ates. Peak-to-peak separation increases with increasing scan
ate, suggesting a quasireversible behavior. Both the cathodic
nd anodic peaks currents are linearly proportional to the
quare root of scan rate in the range from 20 to 200 mV/s (Lin-
ar regression equations: Pa: y = 0.09717 + 0.94924x, r = 0.999;
c: y = −1.68145 − 1.53808x, r = −0.999), which shows a typical
iffusion-controlled electrochemical behavior.

Fig. 3(a) is a typical amperometric response of the glucose
iosensor after addition of successive aliquots of 0.3 mM glucose

n PBS (pH 6.98) at an applied potential of 0.35 V. It is found
hat the biosensor shows a rapid and sensitive response to the
hange of glucose concentration, which is ascribed to the good elec-

rocatalytic property of CHIT/GOx/NiO/GC electrode. Besides, the
esponse time is around 8 s for the electrode to reach 95% steady-
tate current, indicating a fast electron exchange between GOx and
iO. The corresponding calibration curve is shown in Fig. 3(b). The
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Table 1
Glucose content determination in serum sample

Samples Content determined by local hospital (mmol−1) Content determined by current methoda (mmol−1) R.S.D. (%) Relative error (%)

1 5.51 5.35 ± 0.06 2.3 −2.90
2 4.72 4.90 ± 0.05 2.8 +3.81
3 4.85 5.05 ± 0.1 3.5 +4.12
4 .06
5 .08

l
b
t
c
4
a
a
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c
t
e
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b
l
i
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F
s
c
l
a

i
g

3

t
e
5
r
g
c

4.90 4.74 ± 0
5.24 5.38 ± 0

a Average of the three measurements.

inear detection range of NiO hollow nanospheres-based glucose
iosensor is 1.5–7 mM. This kind of biosensor has a low detec-
ion limit of 47 �M (be estimated based on the signal-to-noise
haracteristics of these data (S/N = 3)) and a high sensitivity of
.3 �A/mM. The high sensitivity of the enzyme electrode can be
ttributed to the excellent adsorption ability, high electrocatalytic
ctivity and good biocompatibility of the NiO hollow nanospheres.
he Michaelis–Menten constant of the system (Kapp

M ) in this work
an be calculated from the well-known Lineweaver–Burk equa-
ion and is found to be 7.76 mM, which gives an indication of the
nzyme–substrate kinetics for the glucose biosensor. The value of
app
M for GOx in this work is much smaller than GOx immobilized

y sol–gel organic–inorganic hybrid material, 22 mM, GOx immobi-
ized by chitosan and gold nanoparticles, 10.5 mM, GOx entrapped
n polypyrrole films, 19 mM, and glucose oxidase in Nafion film,
4.91 mM [15–18]. The results implied that the GC electrode mod-

ig. 3. (a) Amperometric responses of CHIT/GOx/NiO/GC electrode with the succes-
ive addition of 0.3 mM glucose to the 0.067 M PBS (PH 6.98) under stirring. (b) The
alibration curve of NiO/GOx biosensor and the Lineweaver–Burk plot. The straight
ine is the linear fit to the calibration curve. A potential of +0.35 V (vs SCE) was
pplied on the working electrode in the measurement.
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i
n

2.5 −3.26
3.2 +2.67

fied by NiO hollow nanospheres exhibits a higher affinity to
lucose.

.3. Repeatability and reproducibility

The reproducibility of response current of the GOx enzyme elec-
rode was investigated by comparing the response currents of 8
nzyme electrodes. The relative standard deviation (R.S.D.) was
.3% at a glucose concentration of 0.2 mM. In order to evaluate the
epeatability, an enzyme electrode was used to determine 1 mM
lucose for 10 times continuously, and the R.S.D. of the response
urrent was 3.5%.

.4. Stability of the enzyme electrode

The CHIT/GOx/NiO/GC electrode was stored in PBS (pH 6.98)
t 4 ◦C when not in use. The stability of the biosensor was inves-
igated using the same PBS containing 1 mM glucose. Every few
ays the cyclic voltammogram was recorded and using the same
lectrode. The peak current decreased with the increase of storage
ime. However, the electrode can still retain about 85% of the initial
esponse after 20 days storage. The above results indicate that the
HIT/GOx/NiO/GC electrode has a good stability.

.5. Interference and real sample analysis

We also examined the interference of some electroactive com-
ounds to the glucose response. The deviation of response was
alculated according to (Ii − Ig)/Ig, where Ii and Ig were the
teady-state current recorded for solutions containing glucose and
nterferent or glucose alone. The interference was investigated in
he presence of physiological normal level with a glucose concen-
ration of 5.6 mM. At CHIT/GOx/NiO/GC electrode, the deviations
aused by ascorbic acid (0.1 mM) and uric acid (0.5 mM) were 1.9%
nd 3.2%, respectively. This indicates that the biosensor suffers
ome influence from the coexistents in serum samples. However,
he influence of ascorbic acid and uric acid on the glucose response
as weak under the testing conditions. In order to validate the reli-

bility of the biosensor, the determination of glucose in human
erum samples was performed with the CHIT/GOx/NiO/GC elec-
rode. Fresh serum samples were first analyzed in the local hospital
ith ASCA AG-II Chemistry System (Landmark, USA). The samples
ere then reassayed with the CHIT/GOx/NiO/GC electrode. For cur-

ent method, a serum sample was added into the stirred 5 ml PBS
pH 6.98), and amperometric response was recorded at 0.35 V. The
esults were shown in Table 1. The glucose levels determined in this
ork were close to the values declared by local hospital, indicating

hat the fabricated glucose biosensor has practical potential.
. Conclusions

We have fabricated an amperometric glucose biosensor by
mmobilizing glucose oxidase on the surface of NiO hollow
anospheres, which were synthesized by controlled precipitation
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f metal ions with urea. The fabricated CHIT/GOx/NiO/GC elec-
rode exhibits high sensitivity and linear response in the range of
.5–7 mM glucose concentration due to the large specific surface
rea and high electrocatalytic activity of NiO hollow nanospheres.
he low value of Michaelis–Menten constant of 7.76 mM indicated
igh enzyme affinity of glucose oxidase. The results clearly sug-
est that NiO hollow nanospheres provide an attractive matrix for
ffective immobilization of biomolecules.
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ig. 1. Recognition interface consisting of the immobilized DNA probe and steps in
ith permission from Royal Society Chemistry).

. Introduction

Deoxyribonucleic acid (DNA) offers chemists a very powerful
ool. The detection of specific DNA sequences provides the fun-
amental basis for monitoring a wide variety of genetic diseases,
iral infections and infectious diseases. Moreover, an understand-
ng of how small molecules interact with DNA is potentially useful
n the design of new drugs and diagnostic reagents. DNA biosensors
ased on nucleic acid recognition processes have received consider-
ble attention in rapid and inexpensive DNA assays [1,2]. Different
etection methods including fluorescence, surface plasmon reso-
ance, quartz crystal microbalance and electrochemistry have been
mployed to study DNA hybridization or its interactions with vari-
us molecules. Amongst them, electrochemical transducers offer
owerful tools for interfacing DNA recognition at the molecular

evel and converting the hybridization event into an analytical sig-
al [3–6]. Due to attractive advantages such as high sensitivity,

ow cost and minimal power requirements, electrochemical DNA
iosensors represent a dynamically developing field in the fields of
linical diagnosis, environmental monitoring and drug analysis.

Electrochemical DNA biosensors rely on the conversion of DNA
ase pair recognition events into a useful electrical signal. In
uch devices, the sensitive recognition layer was coupled to a
ignal transducer. Detection based on the use of electroactive
ybridization indicators is still of attractive significance. In brief,
ingle-stranded DNA (ssDNA) probe is immobilized onto different
lectrodes to recognize its complimentary target sequence via base
airing. The conversion of hybridization/recognition event into
easurable electrochemical signals was achieved by using an elec-

roactive compound [2,4]. Nowadays, transition metal complexes
ave been widely used as electrochemical hybridization indicators
r electroactive markers of DNA. Moreover, it has been reported
hat many transition metal complexes have activity of chemistry
uclease, such as splitting DNA with specificity. Development of
ew transition metal complexes and utilization of their interac-
ion with DNA will be potentially useful in clinical diagnosis for the
esign of new drug or reactive probes.

. Electrochemical hybridization indicators and
lectroactive markers of DNA
Fig. 1 illustrates the recognition interface consisting of the
mmobilized DNA probe and steps in the detection of a specific
NA target strand [7]. Electrochemical DNA biosensors rely on

he conversion of the DNA base pair recognition events into a

h
h
m
i

tection of a specific DNA target strand (reproduced from Ref. [7], Copyright (2007)

seful electrical signal. Electrochemical hybridization indicators
re usually electroactive compounds with small molecular weight
nd different affinities for ssDNA relative to double-stranded DNA
dsDNA). Binding of small molecules to DNA are normally defined
s three modes including electrostatic interaction, groove binding,
nd intercalation. It is well known that grooves are formed only
ithin the double helix. As a result, groove-binders have greater

ffinity for dsDNA than ssDNA, whereas, electrostatic binders have
he poorest duplex-specific affinity. For intercalators, they usually
ave much higher duplex affinity and binding stability.

The desired properties [7] of an ideal electrochemical hybridiza-
ion indicator can be summarized as follows:

1) Stable reduced and oxidized forms.
2) Duplex-specific affinity was highlighted and ssDNA affinity

should be negligible or, at least, as low as possible.
3) Fast and reversible electron transfer between the electrochem-

ical hybridization indicator and electrode.
4) Redox potential should be outside those for the oxidation and

reduction processes of the nucleobases. Low redox potentials
are preferred.

5) Ease of preparation, low toxicity and cost.

In summary, hybridization was detected by redox-active com-
lexes that associated selectively and reversibly with hybrid
uplex. As a result, the electrochemical signal (peak current) cor-
esponding to the indicator increases in proportion to the amount
f hybrid duplex formed, which relates to the amount of comple-
entary target sequence.
Redox label of DNA using transition metal complexes is out-

tanding over the past few years, despite interaction with dsDNA
ormed after hybridization. The covalent attachment of metal com-
lexes probes to DNA or polymers have been reported recently [8,9].
he combination of redox characteristics and photophysical proper-
ies of transition metal complexes might meet the multifunctional
nalysis of DNA and possess potential application in biochip device.

. Interaction of transition metal complexes with DNA and
heir application as hybridization indicator
Nowadays, transition metal complexes show potential and
ave been successfully applied as the mostly used electroactive
ybridization indicators for DNA analysis. In general, transition
etal complexes usually consist of one or several transition metal

on(s) as center ion(s) and several organic heterocycles as ligands.
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ationic metal complexes that interact in a different way with
sDNA and dsDNA are usually applied. Transition metal complexes
sed as electrochemical hybridization indicators could be classed
ased the center transition metal ions.

.1. Ruthenium(II) complexes

Ruthenium(II) complexes was useful for studying DNA binding
ith transition metal complexes owing to their attractive charac-

eristics including ease of preparation, intense optical absorption
nd emission, and inertness towards substitution and racemiza-
ion. Ruthenium(II) complexes containing mixed ligands are usually
nvestigated [10,11]. The structure blocks commonly used for the
ynthesis of ruthenium(II) complexes included 2,20-bipyridine
bpy), 1,10-phenanthroline (phen), 2,20-bipyridine (bipy) and their
erivatives.

Ji group synthesized asymmetric bidentate ruthenium(II)
omplex and systematically investigated their interaction with
NA [10]. Ruthenium(II) complex [Ru(bpy)2(PYNI)]2+ (PYNI = 2-

20-pyridyl)naphthoimidazole) could bind to calf thymus DNA
CT-DNA) in an intercalative mode. Using asymmetric ligands,
-(pyrazin-2-yl)-as-triazino[5,6-f]acenaphthylene (dta) and 3-
pyrazin-2-yl)-as-triazino[5,6-f]phenanthrene (dpt), three ruthe-
ium(II) complexes [Ru(bpy)2(L)][ClO4]2 (L = ddt (complex 1),
ta (complex 2) and dpt (complex 3), ddt = 3-(pyrazin-2-yl)-
,6-diphenyl-as-triazine) were also synthesized and investigated
11]. Results showed that the planar extension of intercalative
igand increased the interaction with DNA. They also found
hat the size and shape of the intercalated ligand had remark-
ble effect on the strength of interaction. [Ru(bpy)2(dta)][ClO4]2,
nd [Ru(bpy)2(dpt)][ClO4]2 could enantioselectively interact with
T-DNA but not [Ru(bpy)2(ddt)][ClO4]2, as showed by circular
ichroism (CD) signals of the dialysates of the racemic com-
lexes against CT-DNA. It was interesting that [Ru(bpy)2(PYNI)]2+,
Ru(bpy)2(dta)][ClO4]2, and [Ru(bpy)2(dpt)][ClO4]2 could promote
leavage of plasmid pBR 322 DNA from the supercoiled form I to
he open circular form II upon irradiation.

A series of enantiomeric polypyridyl ruthenium(II) com-
lexes including [Ru(bpy)2CNOIP](PF6)2 (CNOIP = 2-(2-chloro-5-
itrophenyl)imidazo[4,5-f][1,10]phenanthroline), [Ru(bpy)2HPIP]
PF6)2 (HPIP = 2-(2-hydroxyphenyl)imidazo[4,5-f][1,10]phenan
hroline), Ru(bpy)2DPPZ](PF6)2 (DPPZ = dipyrido[3,2:�-2′-3′:c]-
henazine), [Ru(bpy)2TAPTP](PF6)2 (TAPTP = 4,5,9,18-tetraaza-
henanthreno-[9,10-b]triphenylene) were also prepared by Ji group
12]. Though all the enantiomers bound to DNA through inter-
alative mode, the binding affinity of each chiral complex to DNA
as different due to the different shape and planarity of the inter-

alative ligand. Upon irradiation at 302 nm, [Ru(bpy)2HPIP](PF6)2,
u(bpy)2DPPZ](PF6)2, and [Ru(bpy)2TAPTP](PF6)2 could pro-
ote the cleavage of plasmid pBR 322 DNA from supercoiled

orm I to nicked form II. Additionally, obvious enantioselec-
ivity was observed on DNA cleavage for the enantiomers
f [Ru(bpy)2HPIP](PF6)2 and [Ru(bpy)2TAPTP](PF6)2. PMIP
PMIP = 2-(4-methylphenyl)imidazo[4,5-f]1,10-phenanthroline)
as also used to synthesize three Ru(II) complexes, including

Ru(bpy)2PMIP]2+, [Ru(phen)2PMIP]2+ and [Ru(dmp)2PMIP]2+

dmp = 2,9-dimethyl-1,10-phenanthroline) [13]. The theoretical
alculations using density functional theory (DFT) on the level of
3LYP/LanL2DZ basis were used to investigate the binding strength
r binding constants (Kb). Results showed that [Ru(bpy)2PMIP]2+
nd [Ru(phen)2PMIP]2+ could bind to CT-DNA through interca-
ation, while Ru(dmp)2PMIP]2+ via partial intercalative mode.
ncillary ligands of polypyridyl Ru(II) complexes had significant
ffects on the spectral properties and the DNA binding behaviors.
hey [14] also synthesized two polypyridyl ligands with substituent

F
w
w
5
w

ig. 2. Schematic view of rac-[Ru(5,6-dmp)3]2+ (reprinted with permission from Ref.
18]. Copyright (2006) American Chemical Society).

r at different positions in the phenyl ring, including OBIP (OBIP = 2-
2-bromophenyl)imidazo[4,5-f]-1,10-phenanthroline) and PBIP
PBIP = 2-(4-bromophenyl)imidazo[4,5-f]-1,10-phenanthroline).
Ru(dmp)2(OBIP)]2 bound to CT-DNA via a semi-intercalative

ode while [Ru(dmp)2(PBIP)]2 strongly bound to CT-DNA through
ntercalation. Some experimental regularities or trends were
easonably explained by the theoretical results.

Palaniandavar group synthesized a serial of Ru(II) mixed
igand complexes including [Ru(NH3)4(L)]2+, L = bipy, phen,
,6-dmp, 4,7-dmp, 22,9-dmp, 3,4,7,8-tetra-methyl-1,10-
henanthroline (Me4phen), imidazo[4,5-f][1,10]phenanthro-

ine (ip), 2-phenylimidazo[4,5-f][1,10]phenanthroline (pip), 2-(2-
ydroxyphenyl)imidazo[4,5-f][1,10]phenanthroline (hpip), 4,7-
iphenyl-1,10-phenanthroline (dip), naphtha[2,3-a]dipyrido
3,2-h:2′,3′-f]phenazine-5,18-dione (qdppz), and 5,18-dihydroxy-
aphtho[2,3-a]dipyrido[3,2-h:2′,3′-f]phenazine (hqdppz) [15,16].
hose complexes interacted with DNA through their diimine face,
hich was supported by the hydrogen bonding of the ammonia

o-ligands. When the diimines in these complexes are different
s methyl-substituted 1,10-phenanthrolines [15] and modified
,10-phenanthrolines [16], the DNA binding affinities were higher
han those with phen and bpy co-ligands. The interaction between
T-DNA and Ru(II) complexes with 5,6-dmp as primary ligand and
hen, bpy, pyridine (py) and NH3 as co-ligands was also investi-
ated [17]. The DNA binding constants decreased in the order of
ris(5,6-dmp)Ru(II) > bis(5,6-dmp)Ru(II) > mono(5,6-dmp)Ru(II).
he phenomenon that they depend upon the number of 5,6-dmp
igands revealed hydrophobic interaction between 5,6-dimethyl
roups and DNA surface. For the bis(5,6-dmp)Ru(II) complexes,
hose with monodentate py or NH3 as co-ligands showed slightly
igher DNA binding affinities than the bpy and phen analogues.
he phenomena suggest that the complexes interact with DNA
hrough the co-ligands while 5,6-dmp ligand interacted with the
xterior of the DNA surface. Two DNA binding modes including
urface/electrostatic and strong hydrophobic/partial intercalative
NA interaction were given for such mixed-ligand complexes.

nteraction of rac-[Ru(5,6-dmp)3]2+ with CT-DNA was also
nvestigated [18]. The X-ray crystal structure of the complex rac-
Ru(5,6-dmp)3]Cl2 revealed a distorted octahedral coordination
eometry with the Ru–N bond distances shorter than its phen
nalogue. Schematic view of rac-[Ru(5,6-dmp)3]2+ was given in
ig. 2. The Kb for the interaction between CT-DNA and the complex

as (8.0 ± 0.2) × 104 M−1, which was much more strong compared
ith its phen analogue. Moreover, the emission intensity of the

,6-dmp complex was dramatically enhanced when bound to DNA,
hich was also higher than that of the phen analogue. The 1H NMR
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ig. 3. Structures of the ligands used and models of the three stereoisomeric forms
ith permission from Royal Society Chemistry).

pectra of rac-[Ru(5,6-dmp)3]2+ bound to poly d(GC)12 revealed
hat the complex closely interacted in the major grooves of DNA.
lectrochemical studies showed that 5,6-dmp complex stabilized
T-DNA from electrocatalytic oxidation of its guanine base.

The preferential binding of the �-enantiomer of mixed-
igand complex, rac-[Ru(5,6-dmp)2(dppz)]Cl2 [dppz = dipyrido[3,2-
:2′,3′-c]phenazine], to the right-handed CT-DNA was found [19].
he 5,6-dmp complex exhibited preferential binding to [d(AT)6]2
ver [d(GC)6]2 and the complex aggregated formed with six
Ru(5,6-dmp)2(dppz)]2+ cations per base pair of [d(AT)6]2. For
Ru(phen)2(dppz)]2+, however, only one cation per base pair was
nvolved in DNA binding.

Smith et al. [20] used 1H NMR spectroscopy and fluores-
ent intercalator displacement (FID) assays to investigate the
NA binding abilities of two series of dinuclear polypyridyl

uthenium(II) complexes including [{Ru(L)2}2(�-BL)]4+{L = bpy,
,4′-dimethyl-2,2′-bipyridine (Me2bpy), phen, or 4,7-dimethyl-
,10-phenanthroline (Me2phen); BL = 2,2′-bipyrimidine (bpm) or
,4,5,8,9,12-hexaazatriphenylene (HAT)}. Structures of the ligands
sed in the investigation and models of the three stereoisomeric

orms of [{Ru(phen)2}2(�-HAT)]4+ were given in Fig. 3. Meso-
{Ru(phen)2}2(�-HAT)]4+ was proven to be a high-affinity DNA
airpin probe.

Vrabel et al. [21] prepared purines bearing phenanthroline or
ipyridine ligands and their Ru(II) complexes in position 8. The
omplexes were investigated as model compounds for electro-
hemical DNA labeling. Using carbon paste and mercury electrodes,
he electrochemistry of the modified purines and the Ru(II) com-
lexes was studied by cyclic or square-wave voltammetry. The
xperimental redox potentials of such compounds were com-
ared with quantum chemical calculations. A very good agreement
etween experiment and theory was obtained. Several compounds
f this series exhibited considerable cytostatic effect and activity
gainst the hepatitis C virus (HCV).

Gaudry et al. [22] used surface enhanced resonance raman
cattering (SERRS) to study the interaction between DNA and

u(bpy)2(Hcmbpy)(PF6)2 (Hcmbpy = 4-carboxy-4′-methyl-2,2′-
ipyridine). In the presence of DNA, the intensity of SERRS spectra
or such complexes reduced in particular for the specific bands
ssigned to the Hcmbpy ligand. As a result, such Ru complex bound
o DNA through the Hcmbpy moiety via an intercalation mode.

t
e
p
(
w

compound [{Ru(phen)2}2(�-HAT)]4+ (reproduced from Ref. [20], Copyright (2006)

NA binding with enantiopure Ru complex was more efficient
han with the corresponding racemic complexes.

Steichen et al. [23] proposed an electrochemical detection of
NA hybridization method based on electrostatic interactions
f [Ru(NH3)6]3+ cations with DNA. Peptide nucleic acid (PNA)
olecules, which contained no anionic phosphate groups, were

rstly immobilized as capture probes on the gold substrate.
Ru(NH3)6]3+ adsorbed onto the anionic phosphate backbone of
arget DNA after hybridization. Consequently, a clear hybridization
etection signal was observed. Very good discrimination against
he single-base mismatch A2143G, internal to the 23S rRNA gene
f Helicobacter pylori, was obtained.

.2. Copper(II) complexes

Palaniandavar group [24] investigated DNA binding properties
f mixed-ligand copper(II) complexes of iminodiacetic acid. The
omplexes were Cu(imda)(phen)(H2O) (H2imda = iminodiacetic
cid, and phen = 1,10-phenanthroline), Cu(imda)(5,6-dmp) (5,6-
mp = 5,6-dimethyl-1,10-phenanthroline) and Cu(imda)(dpq)
dpq = dipyrido-[3,2-d:20,30-f]-quinoxaline). Kb for binding of
uch three complexes with CT-DNA was 0.60 ± 0.04 × 103 M−1,
.9 ± 0.3 × 103 M−1, and 1.7 ± 0.5 × 104 M−1, respectively.
u(imda)(phen)(H2O) and Cu(imda)(dpq) bound to DNA through
artial intercalation while Cu(imda)(5,6-dmp) was involved

n groove binding. All the three complexes showed cleavage
f pBR322 supercoiled DNA in the presence of ascorbic acid
nd showed hydrolytic DNA cleavage activity in the absence of
ight or a reducing agent. Three linear unsymmetrical tridentate
igands N-methyl-N′-(pyrid-2-ylmethyl)ethylenediamine (L1),
,N-dimethyl-N′-(pyrid-2-ylmethyl)ethylenediamine (L2) and
,N-dimethyl-N′-((6-methyl)pyrid-2-ylmethyl)ethylenediamine

L3) were used to prepare complexes of Cu(L1)Cl2, Cu(L2)Cl2
nd Cu(L3)Cl2 [25]. A covalent binding mode was revealed with
oordination of most possibly guanine N7 nitrogen of CT-DNA
o form a CuN4 chromophore. The complexes could also induce

he cleavage of pBR322 plasmid DNA and Cu(L1)Cl2 was more
fficient. DNA-fiber EPR study of the orientation of Cu(II) com-
lexes of 1,10-phenanthroline ([Cu(phen)]2+) and its derivatives
[Cu(phen)Xaa]n+ (X standed for an aa-amino acid) bound to DNA
as performed by the same group [26]. The phenanthroline moiety
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Table 1
Examples of transition metal complexes used for the biosensing of DNA
hybridization.

Metal atom Indicator Detection mode
transducer

Electrode Refs.

Os [Os(bpy)3]3+ DPV Gold [42]
Os [Os(phen)3]3+ DPV Gold [42]
Os [Os(bpy)2Cl2]+ CV Gold [43]
Os [Os(bpy)2Cl2]+ CV GCE [44]
Os [Os(bpy)2(phe-dione)]3+ DPV Gold [45]
Os [Os(DA-bpy)2DPPZ]2+ DPV Gold [46]
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ig. 4. Differential pulse voltammograms of [Cu(dmp)(H2O)Cl2] on the electrode (a)
f target ssDNA immobilized, (b) after hybridization with complementary sequence,
nd (c) after hybridization with mismatched sequence (reproduced from Ref. [29],
opyright (2007) with permission from Elsevier).

ntercalated to DNA. The amino acids in the ternary complexes
f glycine, leucine, serine, threonine, cysteine, methionine, and
sparagine were partly substituted with some coordinating groups
n DNA, whereas the ternary complexes of lysine, arginine, and
lutamine remained intact on DNA.

Jiao group [27] synthesized a new copper complex of
Cu(bpy)(pba)2H2O]0.5H2O (pba = p-methylbenzoate). The com-
lex bound to DNA through intercalation mode via 2,20-bipyridine
ing into DNA base pairs. Such copper complex could cleave pBR322
NA effectively in the presence of ascorbic acid. Zhang group [28]
repared copper complex of 4,5-diazafluorene-9-one (dafone) and
romine ligands ([Cu(dafone)2]Br2). Its interaction with salmon
perm DNA was studied. The intercalation mode was revealed.
sing Cu(dafone)2Br2 as a new electrochemical DNA indicator,
etection of human hepatitis B virus (HBV) DNA fragment by dif-
erential pulse voltammetry (DPV) was achieved with a detection
imit of 3.18 × 10−9 M. They also developed an electrochemical
NA biosensor using [Cu(dmp)(H2O)Cl2] as a new hybridization

ndicator [29]. Numerous factors affecting the probe immobiliza-
ion, target hybridization, and indicator binding reactions were
ptimized to maximize the sensitivity and speed the assay time.
ignal of [Cu(dmp)(H2O)Cl2] was observed after hybridization with
omplementary sequence in DPV, as shown in Fig. 4. A sequence of
BV could be detected with a detection limit of 7.0 × 10−8 M.

CuL(H2O)2](ClO4)2(H2O)2, (L = N-(5-sulfosalicylidene) 4′-
romoaniline) [30], [CuL(C6H5N2O2)(ClO4)2H2O, CuL)
L = N-(5-sulfosalicylidene)-4′-nitraniline) [31], tetraploid (imida-
ole) Copper(II) Terephthalate [32], and mononuclear copper(II),
ickel(II) and cobalt(III) tetracoordinate macrocyclic complexes
33] were also prepared by the same group. Interactions of the
omplexes with DNA were also systematically investigated.

.3. Cadmium(II) and cobalt(II)complexes

Zhang et al. [34] developed DNA biosensor using diaquabis[N-
2-pyridinylmethyl)benzamide-�2N,O]-cadmium(II) dinitrate,
[CdL2(H2O)2](NO3)2, L = N-(2-pyridinylmethyl) benzamide}, as

new electroactive indicator for detecting of HBV DNA. The
2+
inding ratio between [CdL2] and salmon sperm DNA was

alculated to be 2:1 and the binding constant was 25.56 M−1/2.
arget HBV DNA could be quantified ranged from 1.01 × 10−8 to
.62 × 10−6 M with a detection limit was 7.19 × 10−9 M. Nucleic
cid biosensor for the detection of short sequence related to HBV

w
i
p
i
[

n ([Mn(Im)6](teph)·4H2O) DPV GCE [47]
e {[Fe(phen)(H2O)3]2O}(SO4)2 DPV Gold [48]
i Ni(NCS)2(Mim)4 CV GCE [49]

sing bis(benzimidazole)cadmium(II) dinitrate as electrochem-
cal indicator was also developed [35]. They [36] also obtained
he crystal of three hexakis(imidazole)metallo complexes of Cd,
o and Ni. Such complexes all interact with DNA mainly by

ntercalation.
Zhang group [37] studied the interaction mechanism between

,10-phenanthroline cobalt(II) complex [Co(phen)2ClH2O]Cl and
almon sperm DNA. An intercalative mode was identified. Electro-
hemical DNA biosensor was developed by covalent immobilization
f probe ssDNA related to HIV on the activated glassy car-
on electrode (GCE). With [Co(phen)2ClH2O]+ being the novel
lectrochemical hybridization indicator, selective detection of
omplementary ssDNA was achieved using DPV. The complex
Co(phen)2IP]·2ClO4·3H2O (IP = imidazo[f] phenanthroline) was
lso synthesized by the group [38]. The binding ratio between
Co(phen)2IP]2+ and salmon sperm DNA was calculated to be 1:1
nd the binding constant was 3.74 × 105 M−1. A HIV DNA biosen-
or was developed by covalent immobilizing of single-stranded
IV DNA fragments to a modified GCE. Using [Co(phen)2IP]2+ as
lectrochemical indicator, a detection limit of 27 pM was achieved
sing DPV. Karadeniz et al. [39] also investigated the using of the

ntercalator, [Co(phen)3]3+, for the detection of DNA hybridization.
Erdem et al [40] accomplished the detection of hybridiza-

ion using Co(III) complex, [Co(phen)3
3+] as indicator species. The

eversible electroactivity of such complex and strong associa-
ion with the immobilized dsDNA segment lead to significantly
nhanced voltammetric signals.

Electrochemical and spectroscopic studies on the interaction
etween tetracoordinate macrocyclic cobalt(III), copper(II) and
ickel(II) complexes and DNA were also performed by Zhang
t al. to find highly efficient ligands for hepatic asialoglycopro-
ein receptor(ASGPR) [33]. Four cluster galactosides with different
caffolds were synthesized. Results showed that trivalent cluster
alactosides behaved better than divalent analogues. The cluster
alactosides with aryl groups on their scaffolds presented bet-
er binding affinity than those with aliphatic chain scaffolds. Jiao
t al. [41] synthesized a new bis(N-benzyl-benzotriazole)dichloro
bbt) Co(II) complex (Co(bbt)2Cl2). The interaction of such
omplex with fish sperm DNA was studied. The binding of
NA with the complex contained electrostatic binding and

ntercalation.

.4. Other metal complexes

Transition metal complexes used for the biosensing of DNA
ere given in Table 1. As shown, the central metal atom
ncluded Os, Mn, Fe and Ni. The ligands contained bpy,
hen, 1,10-phenantroline-5,6-dione, 4,4-diamino-2,2-bipyridine,

midazole, 1-methylimidazole, terephthalate and thiocyanate
42–49].
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ig. 5. Schematic description of the electrochemical detection of unlabelled DNA tar
2005) with permission from Wiley-VCH Verlag GmbH & Co. KGaA).

. Transition metal complexes as electroactive marker of
NA

Attachment of electroactive probes based on transition metal
omplexes to a nucleobase via conjugate linkers should increase
he efficiency of charge transfer and thus enhance sensitivity.
here are many examples of such probes connected to pyrimi-
ine nucleobases. The attached probe could be used to probe DNA
ybridization and charge transfer through DNA. The strategy also
ossesses potential application in multifunction analysis of DNA by
ombining the redox characteristic and photophysical properties of
ransition metal complexes. The ferrocenyl group was well suited
or the development of redox-active oligonucleotides owing to its
tability, diverse substitution chemistry and amenable stereochem-
stry. There have some reports on terminal attachment of ferrocenyl
roups to oligonucleotides. The attachment of other redox-active
etal complexes, e.g. polypyridine Ru(II) and Os(II) complexes, was

lso attempted.
Hurley and Tor [50] reported a general and versatile method

or site-specific incorporation of polypyridine Ru(II) and Os(II)
omplexes into DNA oligonucleotides using solid-phase phospho-
amidite chemistry. Novel nucleosides were synthesized by cova-
ent attachment of [(bpy)2M(3-ethynyl-1,10-phenanthroline)]2+

M = Ru, Os) to 5-position in 2′-deoxyuridine. A well-defined M2+/3+

ave could be obtained in electrochemical experiments. Photo-
hysical experiments showed that the Ru(II) nucleoside exhibits
rather long-lived excited state in phosphate buffer at pH 7.0

� = 1.08 �s) associated with a relatively high emission quantum

fficiency (� = 0.051). CD spectra confirmed that the global confor-
ation of the double helix was not altered by the presence of these

olypyridyl complexes in the major groove.
Vrabel et al. [51] synthesized 2′-deoxyadenosine nucleosides

earing bipyridine-type ligands and their Ru-complexes in posi-

t
s
s
d
p

a) without and (b) with complementary ssDNA (reproduced from Ref. [8], Copyright

ion 8 through cross-coupling reactions. The ligand for modification
′-deoxyadenosine was bipyridine, phenanthroline or terpyridine

igands.

. Transition metal complexes as electroactive marker of
olymer

Polymers covalently conjugated with transition metal com-
lexes have also enabled the transduction of hybridization events

nto an electrical signal without labeling of the DNA target. In addi-
ion, the combination with other techniques, e.g. layer-by-layer
elf-assembly could be easily achieved and their potential appli-
ation in biochip device is promising.

Le Floch et al. [8] reported specific and sensitive label-free
lectrochemical detection of unlabeled target DNA at room tem-
erature through ferrocene-functionalized cationic polythiophene.
he schematic description of such label-free electrochemical detec-
ion using gold-bound peptide nucleic acid (PNA) probes and
uch ferrocene-functionalized cationic polythiophene was shown
n Fig. 5. The PNA probe was neutral. The electrochemical detection
ccurred when the PNA probe hybridized with a complemen-
ary DNA target. Afterwards, the electrostatic interaction with the
ationic polythiophene transducer was achieved.

Liu et al. [9] prepared a poly(4-vinylpyridine) (PVP)
erivative bearing redox-active osmium complexes, PVP-[Os(5,6-
mphen)2Cl]2+ (5,6-dmphen = 5,6-dimethyl-1,10-phenanthroline),
s shown in Fig. 6. It was employed as a hybridization indica-

or for electrochemical DNA sensors. Due to polymeric effects,
uch polymeric indicator exhibited similar to 1000 times higher
ensitivity than the corresponding monomeric analogue ([Os(5,6-
mphen)2Cl]2+) for DNA determination. The detection limit of the
resent sensor was 0.5 aM. Moreover, the redox potential using
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ig. 6. Chemical structures of polymic indicators PVP-[Os(5,6-dmphen)2Cl]2+

reprinted with permission from Ref. [9]. Copyright (2004) American Chemical Soci-
ty).

uch polymeric indicator was +360 mV (vs. Ag/AgCl), which was
ignificantly lower than that reported for the monomeric analogue
+672 mV). The polymeric indicator can be repeatedly used by
emoving from the electrode surface via rinsing the electrode in

high-temperature buffer for 6 min. Polyelectrolyte multilayer
PEM) films were also constructed on the surface of gold (Au) elec-
rodes using a layer-by-layer self-assembly method by the same
roup. The PEM films contained polycationic Os bipyridyl (bpy)
omplex-attached PVP derivative, [Os(bpy)2CI]2+-PVP (Os-PVP)
nd polyanionic calf thymus CT-DNA [52]. For such PEM layer, a
iffusion-free electron transfer from the Os complex moieties in
he films to the electrode surface was observed. Electrocatalytic
xidation of ascorbic acid (AA) by this DNA-containing PEM
lm-covered electrode was also obtained.

Le Floch et al. [53] proposed label-free electrochemical detec-
ion of protein based on a ferrocene-bearing cationic polythiophene
nd aptamer. Human alpha-thrombin could be detected by using a
ater-soluble, ferrocene-functionalized polythiophene transducer

nd a single-stranded oligonucleotide aptamer probe. The approach
sing ferrocene-functionalized polythiophene was a direct method

n which the recorded current decreased upon the addition of tar-
eted protein.

Farre et al. [54] investigated electropolymerization of pyrrole-
errocene derivatives. The monomer was functioned with ferrocene
roup and the obtained poly(pyrrole) derivatives had potential
pplication in biochip device.

. Conclusions
The interaction of small molecules with DNA and electrochemi-
al DNA analysis remains a dynamically developing field in clinical
iagnosis, environmental monitoring and drug analysis. Applica-
ion of transition metal complexes achieved significant success in

[
[
[
[
[

7 (2008) 1–8 7

lectrochemical DNA biosensors as hybridization indicator or elec-
roactive marker of DNA. Development of new transition metal
omplexes with high sensitivity are still of attractive significance.
olymers covalently conjugated with redox metal complexes are
utstanding. Such functional polymers enable the combination
ith other techniques such as layer-by-layer self-assembly. Their
otential application in biochip device is promising. For labeling
f DNA using transition metal complexes, the attachment of metal
omplexes probes to nucleobase possesses potential application in
ultifunction analysis of DNA by combination the redox character-

stic and photophysical properties of transition metal complexes.
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a b s t r a c t

We demonstrated that anionic porphyrins could be stacked and separated in micellar electrokinetic chro-
matography (MEKC) and microemulsion electrokinetic chromatography (MEEKC) by applying acetonitrile
and high salt content in human urine sample matrix. The introduction of sample containing acetonitrile
and sodium chloride into the CE capillary at more than 10% of the total capillary volume resulted in the
improvement of peak resolution and the enhancement of detection sensitivity. The achieved acetoni-
trile stacking enrichment factors of six porphyrins ranged from 12 to 32 in MEKC and from 28 to 33 in
MEEKC, respectively. The stacking technique was successfully applied for analyzing porphyrins present
in urine samples that were deproteinized with acetonitrile. For the analysis of coproporphyrin isomers,
addition of the sodium cholate (SC) into micelle and microemulsion solutions provided adequate reso-
lution. Calibration curves obtained for the determination of coproporphyrin isomers were found linear
between 30 and 400 nmol L−1, and the limit of detection (LOD) was 20 nmol L−1 in MEEKC. Intra- and
interday precisions (n = 11) in the microemulsion separation system for the isomers at spiked concen-
trations of 40–400 nmol L−1 in urine were in the range of 0.1–0.4% and 0.7–7.6% for migration time and

peak area, respectively. Coproporphyrin III, coproporphyrin I and uroporphyrin were detected at levels of
80.7 nmol L−1, 32.3 nmol L−1 and 19.8 nmol L−1, respectively, in the urine samples collected from healthy
individuals. Different porphyrin profiles, however, were observed in urine samples from porphyria cutanea
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tarda (PCT) patients.

. Introduction

Capillary electrophoresis (CE) has become a well-established
eparation technique for pharmaceutical research and clinical
pplication with the high resolving power, rapidity, and small
mount of samples and reagents required [1–4]. However, CE with
bsorbance detection yields relatively poor sensitivity, which is
ttributed to the limited optical pathway of on-capillary pho-
ometry and the small sample injection volume [5]. Two basic
pproaches can be distinguished to overcome the sensitivity prob-
em, either with special detectors that are more sensitive than UV
uch as laser-induced fluorescence (LIF) [6], and electrochemical
ode [7], or with increased analyte amounts by using on column

nd/or off column preconcentration methods [8]. The preconcen-

ration based on stacking effect has been demonstrated to allow the
ignificant improvement of the detection sensitivity in CE. One of
he simple and practical methods to perform stacking is to dissolve
sample in an organic solvent and to inject directly a large volume

∗ Corresponding author. Fax: +852 3411 7348.
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© 2008 Elsevier B.V. All rights reserved.

f the sample into the capillary. Acetonitrile has been conveniently
mployed for the stacking [9]. Samples from physiological materials
ormally contain many salts, which can be loaded on the capillary
nd can cause peaks broadening, especially when the sample vol-
me exceeds 1% of the capillary volume. However, the presence of
alts together with acetonitrile was found to provide more efficient
ample enrichment than that obtained with pure acetonitrile [9].
he de-proteinization by acetonitrile minimizes the effect of pro-
ein adsorption onto the capillary wall. Acetonitrile also counteracts
he deleterious effects of the high concentrations of inorganic ions.
he distinct difference of conductivity between acetonitrile (low)
nd the salts (high) leads to stacking. Thus, the use of acetonitrile
llows the introduction of a large volume of sample. The sensitiv-
ty may be enhanced when high concentrations of inorganic ions
re present in the samples [10–12]. The stacking technique is espe-
ially useful for the sample extracts from urine, serum and food
ith higher detection sensitivity.
It is important to determine the all and individual porphyrins
n medicinal research and clinical application [13]. However, por-
hyrins are always present in biological specimens at very low
oncentrations. The increased deposition of porphyrins in a tis-
ue or the porphyrin excretion by an organism is often the result
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f certain metabolic aberration. The identification and measure-
ent of various porphyrins are essential for the diagnosis of the

isease known as porphyria. Porphyria is a class of liver disor-
ers caused by disruptions in heme biosynthesis due to specific
nzyme deficiency [14]. For instance, the deficiency of the enzyme
roporphyrinogen descarboxylase may result in porphyria cutanea
arda (PCT). A simple and effective diagnosis of PCT is to monitor
he by-products of heme biosynthesis, such as urinary porphyrins.
atients suffered from PCT have been found to excrete elevated lev-
ls of heptacarboxylic acid porphyrins and uroporphyrins, while
he healthy individuals excrete predominantly coproporphyrins.
herefore, the diagnosis of certain porphyrias may be accomplished
y determining the relative abundance of the urinary porphyrins
xcreted. More recently, a number of conventional methods have
een developed and applied for the separation of porphyrins

n biological samples, including gas chromatography (GC) [15],
ow-injection analysis (FIA) [16], thin-layer chromatography (TLC)
17], and high-performance liquid chromatography (HPLC) [18,19].
etection techniques such as fluorometry [20] and mass spec-

rometry (MS) [21–23] have also been implemented successfully.
raditionally, HPLC has been widely employed for the separation of
orphyrins. However, CE has recently been shown to be an alter-
ative for the determination of porphyrins and their analogues
24,25].

In this work, a preconcentration method based on the stack-
ng effect of acetonitrile and salt for the determination of the
ix urinary porphyrins was presented. The feasibility of employ-
ng acetonitrile–salt mixture to induce band narrowing in micellar
lectrokinetic chromatography (MEKC) and microemulsion elec-
rokinetic chromatography (MEEKC) was investigated. The method
as validated and applied for the analysis of real urine samples

rom normal and porphyric persons.

. Experimental

.1. Chemicals

A chromatographic marker kit containing 10 nmole of each of
esoporphyrin (MP), coproporphyrin (CP), pentacarboxylic acid

orphyrin (PENTAP), hexacarboxylic acid porphyrin (HEXAP), hep-
acarboxylic acid porphyrin (HEPTAP) and uroporphyrin (UP) was
urchased from Porphyrin Products (part No. CMK–1A; Logan, UT,
SA). CP, PENTAP, HEPTAP and UP were the type I porphyrins,
hile MP was type IX, and HEXAP included two possible isomers

HEXAP-a and HEXAP-b). MP-IX is not a biological porphyrin but
s also included as a representative dicarboxylic acid porphyrin.
he individual porphyrins as well as the type III of CP (CP-III) were
btained from the same source. The structures of these compounds
re shown in Fig. 1.

Sodium dodecyl sulphate (SDS) was purchased from Sigma–
ldrich (St. Louis, MO, USA). Sodium cholate (SC), 3-Cycolohexyl-
mino-1-propanesulfonic acid (CAPS), N-tris(hydroxymethyl)
ethyl-2-aminoethanesulfonic acid (TES), acetonitrile, 1-butanol

nd 1-octanol were obtained from Acros (Pittsburg, PA, USA).
imethylformamide (DMF) was from LAB-SCAN (Patumwan,
angkok, Thailand). Methanol (MeOH) was purchased from Fisher
hemicals (Loughborough, Leics, UK).

.2. Apparatus
The analysis was carried out on a computer controlled CE-L1
apillary system supplied from CE Resources Pte. Ltd. (Singapore)
quipped with an auto-sampler, a UV detector model and a CSW 1.7
oftware programme. An uncoated used silica capillary (Polymicro

s
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v
u

(2008) 331–339

echnologies, Phoenix, AZ, USA) of 55 cm length (40 cm effective
ength × 75 �m ID × 365 �m OD) was used for the separation. The
etection wavelength was set at 400 nm. All CE experiments were
arried out at 25 ◦C. Hydrodynamic injection was made by pres-
ure at 0.5 psi for the injection time as indicated. Injection was
one at the anode and detection at the cathode. The separation
otential was positively high voltage (over 10 kV). New capillar-

es were conditioned firstly with MeOH for 10 min, followed by
oubly distilled deionized (DDI) water for 10 min, 1 mol L−1 NaOH
or 30 min, 0.1 mol L−1 NaOH for 20 min, DDI water for 10 min, and
nally running buffer for 10 min. Prior to the daily use, the capillary
as flushed for 5 min with DDI water, 5 min with 1 mol L−1 NaOH,
min with 0.1 mol L−1 NaOH, 3 min with water, and 10 min with

he running buffer. Between each run, the capillary was rinsed for
min with running buffer.

.3. Preparation of standards, micellar and microemulsion
olutions

Stock solution of the porphyrin standard mixture (50 �mol L−1)
as prepared in 200 �L DMF. Injection standard solutions were
repared by diluting the stock solution with appropriate amount
f specific solutions as indicated. Stock and sample solutions were
tored at 4 ◦C in darkness prior to the analysis.

Micellar solutions were prepared by mixing specific buffer with
ppropriate amount of surfactant (SDS or SC), and/or organic mod-
fier or other additives. Microemulsion solutions were obtained
y mixing a buffer with an appropriate amount of the surfactant,
il (1-octanol), cosurfactant (1-butanol), and/or organic modifiers
acetonitrile or MeOH). Except for the organic modifiers that were
repared on volume basis, all organic solvents added into the
icroemulsion running buffers were prepared on weight basis.

he solution mixtures for the MEEKC systems were sonicated for
0 min, which led to the formation of stable and optically transpar-
nt microemulsion solutions. The running buffers were prepared
n DDI water that was obtained from a Milli-Q Water System (Mil-
ipore, Bedford, MA, USA). The buffers were filtered through a
.45 �m membrane filter prior to use.

.4. Preparation of urine samples

The 24 h pooled urine samples collected from two healthy adults
one female and one male) and two male patients (#1 and #2)
uffering from PCT were analyzed. Three aliquots were collected
rom each of the healthy persons within 2 months. One aliquot
as obtained from each of the two PCT patients. The urine was
ltered through a 0.45 �m membrane filter. 1 mL filtered sample
nd 2 mL acetonitrile were vortex-mixed for 15 s, and centrifuged
t 12,000 rpm for 5 min. The supernatant was introduced directly
nto the capillary by pressure injection at 0.5 psi.

. Results and discussion

.1. On-line stacking and MEKC separation of porphyrins

The mixture of porphyrin standards at the concentration of
.0 �mol L−1 was injected for 1 s and 15 s and their results are shown
n Fig. 2a and b, respectively. The separation buffer was used as
he sample matrix for the analysis of the standards. The increase
f sample volume resulted in more intensive peaks, but with lower

eparation efficiency and resolution (Fig. 2b). The 60 nmol L−1 sam-
le present in the matrix of ca. 2:1 (v/v) mixture of acetonitrile
nd 1.1% NaCl was injected for 5 s, which showed the peaks with
ery low signal intensity (Fig. 2c). The percentage of sample vol-
me related to the total volume of capillary was determined with
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Fig. 1. Chemical structu

he reported method [26]. In the current system, the injection of
s occupied about 1% of the capillary volume. When the injection
mount was increased from 1% to 12% of the capillary volume or
0 s injection with the same sample matrix, the signal intensities
in terms of UV absorbance units) of the 60 nmol L−1 sample shown
n Fig. 2d were larger than those obtained from the injection of the
.0 �mol L−1 sample in Fig. 2a demonstrating a more than 17-fold
ncrease in sensitivity. The resolution was increased significantly,
oo, as shown in Fig. 2d. For the 80 s injection of the same sam-
le of 60 nmol L−1, however, the migration window was shortened,
hich was accompanied with a marked decrease in separation res-

lution and efficiency. Three porphyrins, namely HEXAP, HEPTAP

nd UP were detected with poor resolution, while the other three
orphyrins were seen in an unresolved broad peak (Fig. 2e).

The obtained result shown in Fig. 2d clearly demonstrated the
tacking effect on the on-line concentration of the low content
ample. Trace enrichment will occur in chromatographic or elec-

b
z
m
t
c

the urinary porphyrins.

rophoretic separations when the solute’s velocity is greater in the
njection medium than in the separation medium [27]. The stack-
ng effect was due to the high field strength of acetonitrile (low
onductivity). Injected for 60 s, a large volume of sample in ace-
onitrile and 1.1% NaCl matrix was introduced into the capillary.
he sample matrix was high electric resistant; as soon as the volt-
ge (e.g., 12 kV) was applied, the salts ions moved rapidly in the high
lectric field. Because the region was vacated by the salt ions, the
orphyrin ions began to move quickly. When salt ions migrated into
he separation buffer, they became exposed to the low electric field
nd as a result, their migration velocity decreased. Those porphyrin
ons in front or close to the salt ions slowed down and remained

ehind. However, the porphyrin ions remaining in the injection
one were still exposed to the high electric field strength and thus
igrated with high speed. As a result, they were compressed at

he rear of the injection zone. Therefore, porphyrins were con-
entrated and gave intensive signals (Fig. 2d). Palmer studied the
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ig. 2. MEKC separation of the porphyrin standards at a concentration of (a) and (b
.5 psi for 1 s and 15 s, respectively. For (c), (d) and (e): the injection time was 5 s, 60
ell as the mixture of acetonitrile and 1.1% NaCl (2:1, v/v) for (c), (d) and (e). The sep
eOH. The applied voltage was +12 kV.

igh salt stacking in MEKC [28]. When the conductivity of sample
atrix exceeds that of the separation buffer, the electric field will

ecrease significantly inside the sample zone. The sample matrix
eeds to contain a co-ion with a higher intrinsic electrophoretic

obility than cholate. In the present work, the presence of chloride

s the co-ion, in 188 mmol L−1 or 1.1% NaCl, ensured the formation
f a pseudo-steady-state boundary between the micelle and co-ion
omponent in the sample matrix. The chloride acted as the lead-
ng ion, while the acetonitrile was the trailing ion. The salt moved

s
a
w
d
m

1 �mol L ; (c–e) with 60 nmol L . For (a) and (b): the pressure injection was at
80 s, respectively. The sample matrices were the separation buffer for (a) and (b) as
n buffer consisted of 20 mmol L−1 CAPS (pH 11.00), 60 mmol L−1 SDS and 15% (v/v)

apidly in acetonitrile and slowly at the separation buffer inter-
ace. Therefore, the porphyrins in a large injection plug (over 10%
apillary volume) were compressed into a narrow band (Fig. 2d).
s a result, high efficiency and resolution were attained for the

eparation of porphyrins. However, the resolution was decreased
nd the peak shape was degraded when the salt concentrations
ere higher than 1.1% (data not shown). This is probably due to the
isappearance of the pseudo-steady-state boundary between the
icelle and co-ion component. As the conductivity of the sample
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atrix was further increased, the electrophoretic movement of co-
on against electroosmotic flow (EOF) was slowed down, resulting
n poor stacking.

The effect of acetonitrile present in the sample matrix on MEKC
eparation has been reported [10,29,30]. Compared to the results
btained by using acetonitrile alone, the presence of NaCl in the
cetonitrile matrix produced higher concentration efficiency. The
ptimal volume ratio of 2 to 1 for acetonitrile and 1.1% NaCl was
sed to concentrate the urinary porphyrins. The stacking efficiency
as closely related to the conductivity of the salts and the con-

ent of the organic solvent in the sample matrix of acetonitrile
nd NaCl. The feasibility of exploiting high salt sample matrices for
he stacking of neutral or charged analytes in MEKC was recently
eported [31]. Kong investigated the influence of various salts on
tacking and concluded that anions were the important factors for
tacking negatively charged glutathione and found that the effect
f the salts was similar to that of the isotachophoresis process (ITP)
32]. However, the acetonitrile–salt stacking is easier to perform
hen compared to the conventional ITP because there are no strict

equirements for matching the mobility of the leading/terminating
ons, samples mobility and pH value. At the same time, the stack-
ng process can eliminate the effect of proteins from the sample.
urthermore, both anions and cations can be concentrated simul-
aneously by using acetonitrile stacking. The stacking method has
een combined with MEKC for the on-line concentration and sep-
ration [9,25,33,34]. In the present work, the stacking efficiencies
ere obtained for the 12% injection sizes (Fig. 2d). The achieved

tacking enhancement factor ranged from 12 to 32 for the six por-
hyrins. However, as the sample plug was further increased, the
eaks became wide. The larger salt contents and ionic strength
etween the sample zone and the separation zone may result in
he dispersive effect on the focused bands [35]. The sample volume
njected was therefore limited.

In the alkaline buffer, all these six porphyrins were completely
onized with negative charges, and the use of elevated pH was also
ikely to maximize the negative charges on the capillary wall to
nhance electrostatic repulsion between the porphyrins and the
apillary wall. The large difference in charges of the six porphyrins
eads to a highly different water solubility. Therefore, buffer addi-
ives such as surfactants and/or organic modifiers were employed
o enhance the solubility of the porphyrins, especially for CP and

P. In Fig. 2, the elution order was consistent with the charge on
ach porphyrin for a counter migration mechanism. The exception
o this rule was MP, which migrated to the detector after PENTAP.

P has both of its carboxyl groups located on adjacent indoles.
herefore, the anionic charges were highly localized and the oppo-
ite side of the molecule was free to interact with SDS without
xperiencing electrostatic repulsion. All of the other porphyrins
ave a more uniform distribution of carboxyl groups throughout
heir structures, as a result of more uniform charge distribution
nd interact minimally with the micelles. SDS was used to bind
ome electrostatic or hydrophobic sites on the capillary wall that
ight interact with the anionic analyte, rather than contribute to

he separation mechanism.

.2. MEEKC separation of porphyrins and the comparison to
EKC

While the on-line stacking and MEKC provided the separation
or porphyrins at low concentrations within a short period of time

nd with good resolution, the separation of the more hydrophobic
omponents in the mixture might be unsatisfactory. The separa-
ion basis of MEEKC is similar to MEKC. For MEKC, the surfactant

onomers group together to form micelles, while in MEEKC the
icroemulsion is pseudophase. Hydrophobic solutes may reside

w
(
t
s
t

as at 0.5 psi for (a) 60 s and (b) 80 s. The sample matrix was a mixture of acetonitrile
nd 1.1% NaCl (2:1, v/v). The separation buffer was the mixture of 20 mmol L−1 TES
pH 7.50), 60 mmol L−1 SDS, 6.61% (w/w) 1-butanol, 0.82% (w/w) 1-octanol and 20%
v/v) acetonitrile. The applied voltage was +15 kV.

ore frequently in the oil droplet than water-soluble solutes, allow-
ng MEEKC to be applicable for a wider range of solutes than MEKC.
ompared to the results, as shown in Fig. 2d, the better resolution
nd efficiency were obtained in the enlarged separation windows
hen the 60 nmol L−1 sample was introduced for 60 s injection by
EEKC (ref. Fig. 3a). The microemulsion manifested better separa-

ion performance for the more hydrophobic porphyrins, especially
or CP and MP (Table 1). The peaks of the more hydrophilic HEPTAP
nd UP had better shape than those in MEKC, while the other four
ore hydrophobic porphyrins gave the significant improvement

n efficiency and resolution. Although the higher injection volume
f 16% gave similar results (Fig. 3b) as those in MEKC, better peak
hape and resolution of the HEPTAP and UP were obtained. The
eaks of MP, PENTAP, CP and HEXAP could be resolved, although
he separation efficiency was low.

CP gave a peak with front-tailing in the MEKC. The fronting-peak
as not observed in the MEEKC. The separation efficiency of 17702

as obtained in MEEKC, which was nearly 6-fold of that in MEKC

Table 1). The isomers of HEXAP were successfully separated with
he resolution increased from 0.9 to 1.8. The improvement in peak
harpness and resolution may be due to the solubility increase of
he solutes in the microemulsion. Importantly, the enhancement
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Table 1
Separation parameters of six porphyrins by MEKC and MEEKC with acetonitrile–salt sample stacking

Porphyrins MEKCa MEEKCb

Rs
c Nd R.S.D.e (%, n = 6) Rs N R.S.D.e (%, n = 6)

Area Time Area Time

CP 2.4 2958 3.6 0.4 7.9 17702 2.9 0.2
PENTAP 2.4 11192 2.9 0.3 7.9 18013 1.8 0.2
MP 3.6 10883 3.5 0.3 8.2 38991 2.5 0.1
HEXAP-a 4.2 10759 3.4 0.2 6.2 26076 2.1 0.2
HEXAP-b 0.9 4219 3.7 0.5 1.8 27735 3.5 0.3
HEPTAP 4.0 28533 2.5 0.2 3.3 32270 2.4 0.1
UP 3.4 41717 2.1 0.1 2.2 26977 2.1 0.1

a Experimental conditions as in Fig. 2d.

c
C
t
t
s
o

3

F
w
c

b Experimental conditions as in Fig. 3a.
c Resolution.
d Theoretical plate number.
e Relative standard deviation.

apacity of the stacking was also improved from 20 to 28 folds for

P and from 15 to 32 folds for MP. The precision data of migration
ime and peak area demonstrated better stability of microemulsion
han micelle in separation. Nevertheless, both MEKC and MEEKC
eparations of the six-porphyrin standards were achieved by the
n-line concentration with the acetonitrile–NaCl stacking.

a
T
u

ig. 4. MEEKC separation of porphyrins in human urine samples (a) and (b) from healthy i
ith two volumes of acetonitrile. For (a) and (b): the pressure injection was at 0.5 psi fo

onsisted of 20 mmol L−1 CAPS (pH 9.00), 60 mmol L−1 SC, 6.50% (w/w) 1-butanol, 0.81% (
.3. Analysis of the porphyrins in human urine
Fig. 4a shows a MEEKC electropherogram obtained from the
nalysis of the urine sample collected from a healthy human.
he sample solution consisted of a mixture of acetonitrile and
rine (2:1, v/v). The introduction amount was 1% capillary volume.

ndividuals and (c) from PCT patients. The urine sample matrix: one volume of urine
r 5 s and 60 s, respectively. For (c): the injection time was 60 s. The running buffer
w/w) 1-octanol and 15% (v/v) acetonitrile. The applied voltage was +15 kV.
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P and UP were observed with low intensity in the 5 s injec-
ion. The healthy human urine normally contains predominant
P, some UP and small amounts of porphyrins with five, six and
even carboxyl groups. When the injection time was increased to
0 s without changing the composition of the sample solution,
he peak intensities and the resolution were increased remark-
bly (Fig. 4b). The addition of acetonitrile into the urine increased
eproteinization and stacking. When using SDS, the difference in
igration time between the ionized CP isomers was too small to

llow for separation (data not shown). Interestingly, the two iso-
ers were resolved by using a running buffer containing SC instead

f SDS because the CP-I interacted more strongly with the bile
alt, resulting in a longer migration time during the separation
rocess. It appeared that the peak area of CP-III was about three
imes of that of CP-I (Fig. 4b). The endogenous 1% NaCl content
n the urine benefited the stacking. However, higher salt content
n urine may render the sample zone much more conductive than
he buffer zone, resulting in sample de-stacking [36]. Therefore,

higher injection size of 20% capillary volume brought partial
esolution of the isomers and a marked decrease in efficiency
data not shown). The obtained porphyrin profiles for healthy
ndividuals were consistent with those reported in the literatures
22,36–38].

To further evaluate the method applicability, the healthy human
rine sample was spiked with the standards of CP-III, CP-I, UP
nd an internal standard of MP-IX. Under the same experimental
onditions as those described in Fig. 4b, the spiked urine sample
as analyzed by using the internal standard method. The obtained
orphyrin peak areas were plotted versus the corresponding con-
entrations to establish the MEEKC calibration curves. The curves
btained from the analysis of the spiked urine sample at the con-
entrations ranged from 30 to 400 nmol L−1 yielded the following
wo linear equations: y = 0.0124x + 0.826, with R2 = 0.9994 for CP-III
nd y = 0.0112x + 1.04, with R2 = 0.9991 for CP-I. The analysis of the
piked UP over the range of 30–415 nmol L−1 also yielded linear
orrelation, namely, y = 0.0230x + 0.0160, with R2 = 0.9988. Three
inear curves were also achieved for the CP isomers and UP in MEKC
ystems.

Proteins in urine can be adsorbed irreversibly onto the cap-
llary wall, resulting in the changes of EOF magnitude and thus
oor reproducibility. In order to eliminate the hysteresis effects of
rotein adsorption in the sample, acetonitrile was added prior to
he separation procedure [36,39]. By using acetonitrile, the matrix
ffects were drastically reduced and the method reproducibility
as optimized. Better precision in migration time and peak area for

he determination of CP and UP was obtained (Table 2). Even with
he injection of the relatively large sample volume, good precision
n migration time was achieved within days, indicating that the use
f acetonitrile to induce deproteination was able to minimize irre-
roducibility associated with the precipitation and/or adsorption
f various proteins within the CE capillary.

Averaged recoveries from 95.7 to 99.4% were obtained for the
piked porphyrins by using MEKC and MEEKC, respectively. The
OD based on S/N of 3 was determined. For MEKC method, LOD
f 27 nmol L−1 was obtained for the CP isomers and 16 nmol L−1

or UP. Lower LOD was achieved in MEEKC, namely 20 nmol L−1

or the CP isomers and 15 nmol L−1 for UP. The LOD represents
n improvement in sensitivity of almost 20 folds and 50 folds
f magnitude over the previous reports of CE-fluorescence and
E-absorbance analyses of the same porphyrin mixture, respec-

ively [27]. The averaged concentrations of endogenous CP and
P in urine samples collected from the healthy individuals were
etermined as 78.9 nmol L−1 for CP-III, 29.4 nmol L−1 for CP-I and
0.2 nmol L−1 for UP by MEKC. The MEEKC method gave results of
0.7 nmol L−1 for CP-III, 32.3 nmol L−1 for CP-I and 19.8 nmol L−1 Ta
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Table 3
Porphyrins excreted values (�g) in 24 h human urine determined by MEEKCa

Urine source MP CP-III CP-I PENTAP HEXAP HEPTAP UP

Healthy female NDb 54.1 ± 18.9c 21.7 ± 10.2 ND ND ND 16.9 ± 5.5
Healthy male ND 51.5 ± 14.7 20.1 ± 11.5 ND ND ND 16.1 ± 10.2
PCT male #1 ND 15.7 16.0 ND ND 460.8 520.8
PCT male #2 ND 21.8 22.1 ND ND 375.5 476.9
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a Acetonitrile stacking and electrophoresis conditions were the same as those de
b Not detected.
c Averaged from three samples.

or UP. The differences between the MEKC and MEEKC determi-
ations were 2.2% for CP-III, 8.8% for CP-I and 1.8% for UP. Thus,
oth MEKC and MEEKC methods were applicable for the quan-
itative analysis of the porphyrins in human urine. Also, these
esults are consistent with values reported for healthy human
rine. By using reversed phase HPLC–UV, Li et al. determined
hat CP-III ranged from 43.6 to 121.2 nmol L−1 and CP-I ranged
rom 17.4 to 42.6 nmol L−1 [40]. CP was detected at 34 nmol L−1 by
sing CE-LIF [38]. CP-III and CP-I were detected at 17.9 �g L−1 and
3.9 �g L−1, respectively, in MEKC with high salt and acetonitrile
tacking [9]. Furthermore, a method coupling the offline salting-
ut extraction and the on-line stacking provided the determination
f CP-III and CP-I at 29.3 ng mL−1 and 9.5 ng mL−1, respectively
25].

The urine specimens from two male patients suffered from PCT
ere also analyzed. Fig. 4c exemplified the porphyrin pattern and

he elevated levels of HEPTAP and UP, which virtually demonstrated
he diagnostic symptom of PCT. CP isomers, were also detected
ith lower total contents and decreased ratio of CP-III to CP-I com-
ared to the corresponding distributions in the healthy human. The
ealthy individual showed a pattern with dominated CP-III over the
P-I (Fig. 4b).

The determinations of porphyrins in human urine allowed the
alculation of excretion rates (�g/24 h) of urine porphyrins from
oth healthy persons and PCT patients (Table 3). The total levels
f CP isomers and the UP levels were detected in the ranges of
7–105 �g/24 h and 17–49 �g/24 h, respectively, while other por-
hyrins were not detected in the urines from the healthy persons.
he obtained data indicated that CP and UP might be excreted
redominantly in the urine from a healthy person. HEPTAP were
etermined in PCT patients at 376–461 �g/24 h, while it was not
etected in the urine from healthy persons. High excretion rates
f UP were also observed over the range of 477–521 �g/24 h,
hich was 30 folds higher than those in the healthy persons. It is
oted that the contents of HEPTAP and UP in PCT patients were
oughly 6-fold and 7-fold of total excretion rates of the CP iso-
ers from the healthy individuals, respectively. The obtained data

rom the MEEKC analysis were comparable with those reported in
he literatures [41–43]. UP and CP in the normal male population
as determined in the ranges of 8–44 �g/24 h and 10–109 �g/24,

espectively, while in the patients with PCT, the levels of UP, HEP-
AP and CP were much higher, ranging from 104 to 5177 �g/24 h,
3 to 1508 �g/24 h and 7 to 263 �g/24 h, respectively [41]. Uri-
ary porphyrins excretions in the healthy adults were 12 �g/24 h

or UP, 62 �g/24 h for CP. However, 469 �g/24 h of UP, 177 �g/24 h
f HEPTAP and 105 �g/24 h of CP were found in the PCT urines
42]. The excretion amounts of 13 �g/24 h of UP and 50 �g/24 h of
P in the urine from a healthy male were detected by using flu-

rometric detection with HPTLC separation [43]. The reasonable
esults in this work indicated that the on-line stacking CE with
V technique might be employed for the determination of uri-
ary porphyrin contents and the diagnosis of porphyria in clinical
tudies.

[

[
[
[

d in Fig. 4b.

. Conclusions

On-line concentration by using acetonitrile with high salt
ontent significantly improved the detection sensitivity of the
rinary porphyrins by MEKC and MEEKC. The stacking method
rovided effective concentration for the ionized porphyrins with
88 mmol L−1 salt ions (1.1% NaCl). The enhancement of detection
ensitivity via the addition of an appropriate salt to induce con-
entration after acetonitrile deproteinization provided sensitive
etection of the porphyrins by using CE. The stacking technique

s particularly helpful when large injection must be employed to
ncrease the sensitivity while maintaining the characteristic effi-
iency and resolution of CE.

Low levels of CP and UP in human urine were determined with
ood reproducibility. The healthy persons were found to excrete
redominantly the CP isomers and some uroporphyrins in urine.
he results suggested that the CE methods might be useful for the
linical application as an alternative analytical tool for the deter-
ination of porphyrins present in biological samples. Although

nly two urine samples from the PCT patients were analyzed,
he obtained results demonstrated that the detection of the trace
mounts of certain porphyrins in human urine could allow the
iagnosis of the porphyrin-associated diseases.
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a b s t r a c t

The electrochemical behavior of isorhamnetin (ISO) at a glassy carbon electrode was studied in a phosphate
buffer solution (PBS) of pH 4.0 by cyclic voltammetry (CV) and differential pulse voltammetric method
(DPV). A well-defined redox wave of ISO involving one electrons and one proton appeared. The electrode
reaction is a reactant weak adsorption-controlled process with a charge transfer coefficient (˛) of 0.586.
Based on the understanding of the electrochemical process of ISO at the glassy carbon electrode, analysis
of ISO can be realized. Under optimal conditions, the oxidation peak current showed linear dependence
on the concentration of ISO in the range of 1.0 × 10−8 to 4.0 × 10−7 M and 1.0 × 10−6 to 1.0 × 10−5 M. The
Electroanalysis
Determination
V
F

detection limit is 5.0 × 10−9 M. This method has been successfully applied to the detection of ISO in tablets.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Currently, herbal medicines, especially, anticancer herbal drugs
re gaining more attention from modern pharmaceutical insti-
utes, as scientists are aware that herbal medicine is an almost
nfinite resource for drug development. Furthermore, the toxic-
ty of the herbal drug is very low and most of them have no
ide effects. Flavonoids are polyphenolic compounds, widely found
n the plant kingdom. As intrinsic components of fruits, veg-
tables and beverages such as wine and tea, most of the 4000
ifferent flavonoids known to-date belongs to part of a regu-

ar diet. In recent years, scientists have accomplished extensive
esearch on the flavonoids’ biological activities, and found that the
avonoids could be the potential therapeutic agents against a large
ariety of diseases, such as anti-viral, anti-allergic, anti-platelet
nd anti-inflammatory, and possibly protective effects against
hronic diseases [1–3]. It has also reported that flavonoids showed
nti-tumors promoting activity, providing useful chemopreven-

ive agents in human carcinogenesis [4–8]. Evidences have shown
hat flavonoids are an important class of antioxidants [3,9,10].
sorhamnetin (4′,5,7-trihydroxy-3′-methoxyflavone, ISO) is one of
he most bioactive flavonoids. Its chemical structure is shown in

∗ Corresponding author. Tel.: +86 591 83321791; fax: +86 591 83321791.
∗∗ Corresponding author. Tel.: +86 25 83597436; fax: +86 25 83597436.
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ig. 1. ISO appears to cause many beneficial effects on human
ealth, including cardiovascular protection, anticancer activity,
nti-ulcer effects, anti-allergy activity, and anti-inflammatory
ffects.

Up to now, various analytical methods have been suggested
or the determination of ISO in flavonoids, including thin-layer
hromatography [11], gas chromatography (GC) [12,13], high-
erformance liquid chromatography (HPLC) [14–17], capillary
lectrophoresis (CE) [18–20] and a quartz microchip [21] coupled
ith various detection techniques, such as UV–vis spectrometry.

he coupling of these techniques may provide high selectivity of the
ssay, but brings also some disadvantages of operating complexity,
ime and reagent consuming, and high cost. The application of HPLC
n the analyses of traditional Chinese medicines is often subjected
o short lifetime of columns due to contamination.

Flavonoids and related polyphenols generally consist of two
enzene rings linked by an oxygen containing heterocycle. There-
ore, all flavonoids including ISO are electroactive. The oxidation
eaction of flavonoids is strongly related to their structure, which
ontains several free phenolic hydroxyl groups, particularly ortho-
henolic hydroxyl groups [8,22,23]. It has been shown that the
ntioxidant activity of flavonoids resides in their aromatic OH

roups [24–27]. To our knowledge, there are few reports on the
lectrochemical behavior of flavonoids, especially on that of ISO
chemical structure of the monomer is illustrated in Fig. 1). The
bjective of this study aimed to investigate the mechanism of
SO oxidation by cyclic voltammetry (CV) and differential pulse
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anodic peak current to the cathodic peak current is almost equal
to unity (Ipa:Ipc = 1.31:1.65 ≈ 1:1), demonstrating that one electron
is involved in the reversible redox reaction [30]. The transfer coef-
ficient (˛) can be deduced from the peak width at half-height in
terms of the method developed by Laviron [31]. According to this
Fig. 1. The electrochemical reacti

oltammetric method (DPV), and finally a DPV method was
eveloped for the measurement of ISO.

. Experimental

.1. Reagents and solutions

ISO was purchased from the National Institute for the Control of
harmaceutical and Biological Products (Beijing, China). The stan-
ard solution of 1.0 × 10−3 M ISO was prepared by dissolving ISO

n ethanol, and then it was stored in the dark. All reagents were of
nalytical grade and used without any further purification. Phos-
hate buffer solutions (PBS) were prepared by mixing the stock
olutions of 0.05 M NaCl and 0.05 M NaH2PO4–Na2HPO4, and then
djusting the pH with 0.05 M H3PO4 or 0.05 M NaOH. All solutions
ere prepared with double-distilled water. ISO tablets (5 mg per

ablet, Shan Xi ShunTian Pharmaceutical Co., Ltd, no. Z20050520)
ere purchased from local drug store.

.2. Apparatus

CHI 660C electrochemical workstation (Shanghai CH Instru-
ents, China) was used for electrochemical measurements. A

onventional three-electrode system was used throughout the
xperiments, including a bare GCE working electrode, a platinum
ire counter electrode, and an Ag/AgCl reference electrode. All
otentials mentioned in this paper refer to this reference. The
xperiments were conducted in PBS (0.05 M, pH 4.0) at room
emperature. All cyclic voltammetric experiments were carried
ut with scan rate of 100 mV s−1 unless otherwise stated. The
H measurements were carried out with a pHS-3B pH-meter
Shanghai Precision & Scientific Instruments, China) at room tem-
erature.

.3. GCE pretreatment

The bare GCE was polished successively with 0.3 and 0.05 �m
l2O3 slurry on silk. Then it was rinsed with doubly distilled water,
nd sonicated in 1:1 aqueous HNO3 solution (volume ratio of
ater to HNO3 = 1:1), acetone and doubly distilled water for 10 min,

espectively. After being cleaned, the electrode was immersed in
.05 M H2SO4 and was conditioned by cyclic sweeping from −0.4
o 1.6 V at 100 mV s−1 for 20 scan times before use.

.4. Tablet sample preparation
Ten tablets (5 mg per tablet) were finely pulverized, then
eighted the average mass and dissolved with 50 mL ethanol. After

onication and filtration, a suitable aliquot of the clear filtrate was
iluted with pH 4.0 PBS to form appropriated sample solutions. The
ample was then added with ISO for recovery experiments.

F
i

ISO on a glassy carbon electrode.

.5. Analytical procedure

The required volume of standard solution or sample solution
f ISO was added to 10 mL PBS (pH 4.0), and underwent a preset
dsorption potential for the analyte accumulation. Then, the CV or
PV was recorded. The CV was recorded from −0.2 to 0.8 V at scan

ates from 20 to 500 mV s−1. The DPV was recorded from 0.0 to 0.6 V
ith amplitude of 0.05 V, pulse width of 0.05 s, and pulse period of

.2 s.

. Results and discussion

.1. Electrochemical behavior of ISO

The cyclic voltammograms of ISO on a bare GCE in PBS (pH 4.0)
re shown in Fig. 2. It is clear that the electrochemistry of ISO on
he bare GCE shows a reversible redox couple (peak 1 and peak 3)
t lower potential (Epa1 = 0.357 V, Epc1 = 0.282 V), and an irreversible
xidation peak (peak 2) at higher positive potentials (Epa2 = 1.15 V).
he reversible oxidation peak 1 located at Epa1 = 0.357 V corre-
ponds to the oxidation of the 4′-hydroxy substituent on the ring-B
f ISO. The corresponding reduction (peak 3) of the 4′-quinone
ccurs at Epc1 = 0.286 V. The second oxidation (peak 2) occurred
t Epa2 = 1.15 V is due to an irreversible reaction which involves
he 5,7-dihydroxy group on the ring-A [28,29]. The separation
f the redox peak potentials (�Ep = Epa1 − Epc1) is 71 mV, which
s close to 2.3RT/nF (or 59/n mV at 25 ◦C). The number of elec-
rons involved in the reaction was n = 1.20 ≈ 1, and the ratio of the
ig. 2. Cyclic voltammograms (a) in the absence and (b) in the presence of 2 �M ISO
n pH 4.0 PBS at a scan rate of 100 mV s−1.
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Fig. 3. (a) CVs of 2 �M ISO on glassy carbon electrode at different scan rate. Insets show the dependence of peak currents on the scan rate of 20, 40, 80, 100, 120, 140, 200, 300,
400, and 500 mV s−1 (b) and peak current ratio vs. scan rate from the cyclic voltammograms when the ISO is weakly adsorbed (c). (d) The effect of pH on the peak potential
(Epa1) of the reversible couple for ISO in phosphate buffer solutions.
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anism for the oxidation of ISO can be illustrated. As shown in Fig. 1,
the electrooxidation of ISO involves in losing a proton to give the
monoanionic species followed by a one electron, one proton oxida-
tion of the monoanionic species to form a radical anion, and then
yield the final product of 4′-quinone [28,29,36].
ig. 4. (a) Effect of the preconcentration potential on peak current of 2 �M ISO by
�M ISO by DPV in pH 4.0 PBS at adsorption potential of Eads = −0.2 V. Scan rate: 10

ethod, the width at half anodic peak was 62.5/(1 − ˛) mV. The
idth at half anodic peak of ISO was 151 mV at a scan rate of

00 mV s−1, so ˛ = 0.586 was obtained.
The scan rate is probably the most important experimental

arameter for evaluating the effects due to adsorbed reactant
nd/or due to reactant reaching the electrode via diffusion. Fig. 3a
hows that the peak currents for the reversible redox couple
f ISO increases with increasing the scan rate. An increase in
athodic peak current is obvious, while change of the anodic
eak current is not significant. A separate post-wave does not
ppear, because there is a larger amount of product of ISO near
he electrode during the reversal scan. As indicated in the inset
f Fig. 3a, plots of the reversible redox couple currents (Ip)
ersus scan rate (�) (Fig. 3b) yield straight lines in the range
rom 20 to 500 mV s−1 (Ipa,ISO (�A) = 0.3926 + 0.00835v, r = 0.9989;
pc,ISO (�A) = −0.27439 − 0.01325v, r = −0.9992). In addition, the
atio, Ipa/Ipc, is a function of � (Ipa/Ipc (�A) = 0.6585 + 9.9841�−1,
= −0.9991), and is smaller than the value of unity (Fig. 3c). These
esults imply that the reaction of this reversible couple is a sur-
ace weak adsorption-controlled process of the ISO, which is in
greement with the previous reports [32–35].

In addition the solution pH on the CVs of ISO was also stud-

ed. Fig. 3d shows that the peak potentials (Epa1) of this reversible
ouple shift to more negative values with the increase of solu-
ion pH. A linear dependence of the anodic peak potential (Epa1)
n the solution pH is obtained (Epa1 = 0.557 − 0.061 pH, r = 0.9984).
he slope of this linear line was −61 mV/pH in the pH range of

F
t

pH 4.0 PBS, tads = 120 s. (b) Effect of the preconcentration time on peak current of
s−1.

–8, following the Nernst equation slope. This demonstrates that
ne electron and one proton are involved in the electrochemical
eaction.

Based on the electrochemical results of ISO at the GCE, a mech-
ig. 5. Effect of solution pH on the peak current of 2 �M ISO by DPV, Eads = −0.2 V,
ads = 120 s. Scan rate: 100 mV s−1.
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F entrations (from 1 to 9, �M): 0.0, 0.1, 0.2, 0.3, 0.4, 1.0, 3.0, 5.0 and 10.0. (b) The relationship
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Table 1
Determination of ISO in tablet (n = 6)a

Analyst Labeled (mg) Added (mg) Found (mg) R.S.D. (%) Recovery (%)

ISO

3.64 0 3.625 1.9
3.64 0.50 4.173 2.1 106.6
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ig. 6. (a) DPVs of different ISO concentrations at a glassy carbon electrode. ISO conc
etween ISO concentrations and peak current. Scan rate: 100 mV s−1.

.2. DPV determination of ISO at GCE

.2.1. Influence of preconcentration potential and time
Since the reaction of ISO on GCE is an adsorption-controlled

lectrode process, the peak current increases with the amount
f adsorbed ISO. Therefore, sensitive determination of ISO can be
chieved by using preconcentration technique. In this case, DPV
echnique coupled with a preconcentration procedure was used to
etermine ISO using the GCE surface. The effect of preconcentra-
ion potential (Eads) and time (tads) was studied in stirring solution.
ffect of preconcentration potential on DPV peak current of ISO is
hown in Fig. 4a. It is clear that the dependence of the peak current
n preconcentration potential shows a bell shape. At the preconcen-
ration potential of −0.2 V, the maximum peak current was reached.
he decrease of the ISO adsorption at −0.4 V compared to that at
0.2 V could be due to the strong evolution of hydrogen via the

eduction of hydrogen ion at more negative potentials. Thus, the
ptimal adsorption potential was performed at −0.2 V.

Fig. 4b shows the dependence of peak current on preconcen-
ration time. It is clear that the peak current increases rapidly
ithin the preconcentration time of 120 s. Then, it decreases

radually with increased preconcentration time. This decrease in
eak current could be due to the low conductivity of the large
mount of the adsorbed ISO. For preconcentration time of 120 s,
he response sensitivity of ISO on GCE is significantly improved
bout 30 times (Fig. 4b).

.2.2. Influence of solution pH
The effect of solution pH on the electrochemical response of ISO

as also studied. Variation of the peak current as a function of solu-
ion pH in the range of 3.0–9.0 is shown in Fig. 5. Due to the acidic
ydroxyl groups of ISO (Shown in Fig. 1) at the 7, 4′ carbon position,
he pKa value of ISO is about 4 and slight less than 7, which is in
greement with previous reports [36–38]. Therefore, a maximum
PV peak current of ISO at around pH 4 is expected. In fact, it is
lear that the DPV peak current of ISO increases rapidly with the
ncrease of solution pH (Fig. 5). At pH 4.0, it reaches maximum and
hen it decreases rapidly with the further increase of pH. Therefore,
olution pH of 4.0 was chosen in the subsequent measurements.
.2.3. Linearity, detection limit and reproducibility
Under the optimum conditions (preconcentrated at −0.2 V for

20 s in pH 4.0 solution), the peak current of ISO was mea-
ured by DPV. From the electrochemical responses in Fig. 6, it
an be seen that the peak current increases linearly with the

c
t
n
i
I

3.64 1.00 4.625 2.3 98.5
3.64 1.50 5.158 2.8 101.2

a n is six repetitive measurements number.

oncentration of ISO in the range of 1.0 × 10−8 to 4.0 × 10−7 M
IPa (�A) = 0.1383 + 4.2661C (�M), r = 0.9992) and 1.0 × 10−6 to
.0 × 10−5 M (Ipa (�A) = 2.4088 + 0.2369C (�M), r = 0.9989). The
etection limit is down to 5.0 × 10−9 M. The relative standard
eviation of nine repetitive measurements of standard solution
ontaining 2.0 �M ISO is 2.54%, showing good reproducibility.

.2.4. Interferences
To evaluate the interferences of foreign species on the deter-

ination of ISO, possible interferents (�M) such as lysine (1 0 0),
ysteine (1 0 0), citric acid (2 0 0), tartaric acid (2 0 0), glucose (2 0 0),
yclodextrin (2 0 0), lactose (2 0 0) and saturated starch (2 0 0) were
ndividually added into the standard solution containing 2.0 �M
SO. The results indicated that no interference (signal change >5%)
n the determination of ISO was observed.

.2.5. Samples analysis
ISO in tablets was determined by the DPV method described

ere. The results are listed in Table 1. It shows that the proposed
ethod could be used to determine ISO in tablet.

. Conclusion

The electrochemical behavior of ISO at glassy carbon electrode
as studied by using the electrochemical methods. It showed
reversible process corresponding to oxidation of the catechol

′-hydroxyl group and another irreversible at high potentials cor-
esponding to the oxidation of the 5,7-dihydroxyl groups. Since the
eaction corresponding to the reversible couple is a surface reac-
ant weak adsorption controlled electrode process, its peak current

an be enhanced by the amount of adsorbed ISO. After optimizing
he preconcentration potential and time and solution pH, determi-
ation of ISO with good stability, high sensitivity and selectivity

s developed. This approach can be successfully used to determine
SO in tablets.
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a b s t r a c t

A hydrophilic interaction high performance liquid chromatography–tandem mass spectrometric method
has been developed and validated for simultaneous quantification of dacarbazine (DTIC) and its termi-
nal metabolite, 5-amino-4-imidazole-carboxamide (AIC) in human plasma. The plasma samples are first
extracted by a C8 + SCX mixed-mode 96-well plate to extend the extraction stability of DTIC and AIC.
The extracted residues are further cleaned by a primary and secondary amine (PSA) adsorbent for min-
imization of matrix effect. Analyses are done on an Amide-80 HPLC column coupled to a tandem mass
spectrometer fitted with an atmospheric pressure turbo ion spray ionization interface in the positive-ion
mode. Both DTIC and AIC have reproducible retention times on the Amide-80 HPLC column. This type of
column not only has an excellent column life (over 4000 injections), but also has zero carryover effect. The
Carryover
Hydrophilic interaction chromatography
LC–MS/MS
Primary and secondary amine
P

injection volume should be limited at 10 �L or less to avoid the peak splitting. The validated concentration
ranges are from 0.5 to 500 ng/mL for DTIC and from 2.0 to 500 ng/mL for AIC. The validated method has
been successfully applied to determine the pharmacokinetic profiles for human patients receiving DTIC
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harmacokinetics
infusions.

. Introduction

Dacarbazine, 5-(3,3-dimethyl-1-triazenyl)-imidazole-4-carbox
mide (Fig. 1), is one of the most important chemothera-
eutic agents [1–8]. Single-administration dacarbazine (DTIC)
850–1000 mg/m2), once every 3 weeks, remains the reference
tandard therapy in patients with metastatic melanoma [1–4].
here is no difference in overall survival time and only a small,
tatistically non-significant increase in tumor response for stage IV
elanoma patients treated with combination chemotherapy com-

ared with the single-agent dacarbazine monotherapy while at the
ame time causing a significant increase in toxicity [1,2]. DTIC offers

short-lived response rate of around 10–25% with less than 5% of
atients achieving a complete response, with a median survival of
months [1–6]. Dacarbazine has also been used in combination
ith other drugs for treating renal adenocarcinoma, soft tissue sar-

∗ Corresponding author. Tel.: +1 2146369175; fax: +1 9726925198.
E-mail address: yyang@chrom-matrix.com (Y. Yang).
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oma, malignant lymphomas, brain cancer and Hodgkin’s disease
7,8].

The pharmacokinetics profiles of DTIC and its metabolites
re determined mainly by conventional liquid–liquid extraction
nd reversed-phase HPLC methods [9–13]. After intravenous
dministration of DTIC, its disappearance from the plasma is
iphasic with initial half-life from 5 to 20 min and a termi-
al half-life of a few hours [9,10]. In human, DTIC undergoes
-demethylation by the liver microsomal enzymes to form
-aminoimidazole-4-carboxamide (AIC) (Fig. 1). Substantial con-
entration of AIC in plasma implicates metabolism as a major
oute of DTIC elimination [8–10]. Safgren et al. [11] developed
nd validated a reversed-phase HPLC method for simultaneous
etermination of DTIC and its two reactive metabolites, 5-(3-
ydroxymethyl-3-methyl-1-triazeno)imidazole-4-carboxamide
nd 5-(3-methyl-1-triazeno)imidazole-carboxamide. Joukhadar

t al. [12] investigated the penetration of DTIC and AIC into
utaneous metastases of human malignant melanoma and con-
luded that the relative lack of response to antineoplastic therapy
ith DTIC might be explained by resistance of melanoma cells

t a molecular level rather than by an inability of DTIC and
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Fig. 1. Chemical structures of DTIC (CAS No. 4342-03-4), A

IC to penetrate into the interstitium of meastatic malignant
elanoma. Fazeny-Dörner et al. [13] investigated the combined

herapy of DTIC and fortemutine in glioblastoma multiforme
atients and the data showed no significant gender-dependent
ifference. In addition, Chowdhury et al. [14] used DTIC as an

nternal standard and validated a LC–MS/MS method for the
harmacokinetics study of 5-(3-N-methyltriazen-1-yl)-imidazole-
-carboxamide, a pharmacologically active hydrolysis product of
emozolomide.

Reliable clinic pharmacokinetics data are very important for
ptimization of the clinical dosage of DTIC and the development of
etter combination therapies [9–13]. However, the current meth-
ds for determination of DTIC and AIC pharmacokinetics are not
erfect. First, our experiments in the present study reveals that
arious liquid–liquid extraction protocols cannot provide suffi-
iently long extraction stability for both DTIC and AIC from human
lasma. A typical analytical run includes not only the real clini-
al samples but also the calibration and quality control standards.
he rapid degradation and DTIC and AIC extracted from plasma
mplies a high risk for under-estimation of their concentrations.
econd, most previous publications [9–14] are based on reversed-
hase HPLC methodology. DTIC and particularly AIC are very polar
ompounds, thus having no sufficient retention and isolation on
arious commercial reversed-phase HPLC columns. Some inves-
igators [9,10,12,13] even used conventional C18 columns under
early 100% aqueous mobile phase. Under such a circumstance, the
ydrophobic C18 HPLC columns themselves have very short life.
n addition, it is difficult to separate AIC from the background of
he extracted plasma. Safgren et al. [11] used a cyano column for
he determination of DTIC. In comparison with conventional C18
olumns, cyano columns are much more hydrophilic and has ques-
ionable reversed-phase retention for polar compounds like DTIC
nd AIC.

The present study successfully develops and validates an
nnovative and robust LC–MS/MS bioanalytical method for simulta-
eous quantification of DTIC and its final metabolite, AIC in K3EDTA
lasma in support of clinical studies. The key steps to the suc-
ess include the use of a silica-based C8 + SCX mixed-mode SPE
s the first extraction step to greatly extend the extraction stabil-
ty, the use of a weak-anionic adsorbent for elimination of matrix
ffect, and finally the use of an Amide-80 column for retention
nd isolation of DTIC and AIC. Since the extraction method is very
eproducible, a generic internal standard used in our labs, flor-
enicol amine (Fig. 1), is able to readily track the extraction and
njection.

It is believed that both the extraction method and the
ydrophilic LC–MS/MS method in the validation may have exten-

ive applications in the bioanalytical industry. Thus, the present
tudy also discusses how to use cationic mixed-mode SPE, the value
f weak-anionic adsorbent (WAX) for reduction and elimination of
atrix effect, the merits of hydrophilic interaction chromatography

nd an observed peak-distorted phenomenon.

D
s
a
s
t

l (CAS No. 360-97-4) and florfenicol amine (76639-93-5).

. Experimental

.1. Standards and reagents

Dacarbazine (98% purity) and AIC (5-amino-4-imidazole-
arboxamide hydrochloride, 98% purity) were from Sigma (St. Louis,
O, USA). Florfenicol amine was from Huajia Chemical Sciences

o. (Changsha, Hunan Province, PR China). Seven different lots of
3EDTA human plasma were from Gansu Province Cancer Hos-
ital (Lanzhou, Gansu Province, China). HPLC-grade acetonitrile,
ethanol, formic acid and ammonium hydroxide were from Beijing

hemical Factory (Beijing, PR China). InnovationTM C8 + SCX mixed-
ode SPE 96-well plate and primary and secondary amine (PSA)

ulk material were from Chrom-Matrix Inc. (Richland, WA, USA).
TIC-Dome® formulation (200 mg brown-red powder per bottle)
as from Bayer Corporation, Shanghai, PR China and it was man-
factured by Ben Venue Laboratories, Bedford, Ohio, USA. A 5 �m
0 cm × 4.6 mm HPLC column was from Tosoh Bioscience (Mont-
omeryville, PA, USA).

.2. Making stock and spiking solutions

Stock solutions, corresponding to 100 �g/mL DTIC and AIC (all
orrected as the free base with 100% purity) were prepared with ice-
old methanol. The stock solutions of both DTIC and AIC were made
n duplicates. The stocks were stored in plastic bottles protected
gainst light at −40 ◦C. Only plastic bottles should be used in order
o avoid undesired adsorption of DTIC and AIC on glassware. Stock
olution stability was determined by freshly preparing two new
tock solutions and comparing it to the old stock solutions. It was
ound that the DTIC stock solution was stable for 2 months and the
IC stock solution was stable for 1.5 months when they were stored
t −40 ◦C.

One of the two set stocks was used to make nine calibration
tandard spiking solutions by a serial dilution into methanol:water
v/v). The other set of stock solutions were used to make five quality
ontrol standard spiking solutions in methanol:water (50:50). The
piking solutions were stored at plastic bottles protected against
ight at −40 ◦C. Spiking solution stability was determined by freshly
reparing new spiking solutions and comparing it to the old spiking
olutions. One-and-half-month storage stability was established
or both DTIC and AIC spiking solution standards.

.3. Preparation of the calibration standards and quality control
tandards

Nine calibration standards were freshly made daily. 10 �L of a

TIC spiking solution and 10 �L of an AIC spiking solution were

piked into 980 �L K3EDTA human plasma for homogenization in
n Eppendorf 1.5 mL microcentrifuge polypropylene tube with a
nap top to make a calibration standard. The dilution factor from
he spiking solution to the corresponding calibration standard was
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Table 1
Analytical performance of DTIC and AIC quality control samples from three core runs

Analyte (QC) Inter-assay CV (%) (n = 18) Measured concentration (ng/mL) Accuracy derivation (%) Intra-assay CV (%) (n = 6) Inter-assay CV (%) (n = 18)

DTIC (LLOQ) NA 0.491 98.2 7.6 NA
DTIC (low) 3.5 1.42 94.7 4.9 3.5
DTIC (mid) 1.1 21.7 98.6 4.1 1.1
DTIC (high) 4.1 762 95.2 5.5 4.1
DTIC (dilution) NA 20,320 101.6 8.7 NA

AIC (LLOQ) NA 2.12 106 11.6 NA
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IC (low) 3.1 5.80
IC (mid) 2.7 44.1
IC (high) 1.8 820
IC (dilution) NA 19,817

00. For the calibration standard curve, the final concentrations of
TIC and AIC in human plasma were as follows: 0.500, 1.30, 3.50,
.00, 22.0, 60.0, 150, 400 and 1000 ng/mL for DTIC, and 2.00, 4.50,
0.0, 20.0, 45.0, 100, 200, 450 and 1000 ng/mL for AIC.

The quality control standards were made at the beginning of
he project initialization. A 1.000 mL DTIC spiking solution and a
.000 mL AIC spiking solution were added into 98.00 mL K3EDTA
uman plasma for homogenization. The theoretical concentrations
f DTIC and AIC in human plasma were listed in Table 1.

The QC samples were divided into 1.0 mL and stored at −70 ◦C in
ppendorf 1.5 mL microcentrifuge polypropylene tubes with snap
ops prior to use. Only one tube of QC standard at each concentra-
ion level was taken out to be melted at ice for use at each run.

.4. Preparation of internal standard spiking solution

Florfenicol amine was used as the internal standard. The initial
oncentration was 100 �g/mL in methanol and the final IS-SS con-
entration was 50 ng/mL, prepared by serial dilution in 80:20 of
ater:methanol in plastic bottles.

.5. Extraction process

All the sample preparation steps were process in the yellow
ight.

.5.1. Sample pretreatment
A 10 �L of DTIC diluted QC standard and a 10 �L of AIC diluted

C standard were added into 980 �L K3EDTA human plasma for
omogenization to dilute 100 times.

A 10 �L of the patient plasma sample was added into 990 �L
3EDTA human plasma for homogenization to dilute 100 times.

100 �L of the matrix blanks, calibration standards, quality
ontrol standards, and diluted clinical samples were added into
ppendorf 1.5 mL microcentrifuge polypropylene tubes with snap
ops by Microman positive displacement pipettes. Then 10 �L of
he internal standard and 90 �L of 0.1 M HCl solution were added
nto each tube using an Eppendorf repeater. A 30-s vortex-mixing
as used for homogenization. The pretreatment was done in an ice
ath.

.5.2. C8 + SCX mixed-mode SPE cleanup
Chrom-Matrix C8 + SCX mixed-mode SPE 96-well (100 mg per

ell) plate was used for the cleanup.
Each well in the 96-well plate was conditioned with 1 mL of

ethanol (at least for 1 min) prior to a positive-pressure CEREX

ulti-channel SPE system, and equilibrated with 1 mL 0.1 M HCl

olution. Then 200 �L of each acidic sample above was loaded. Dur-
ng the loading process, attention was paid to keep the wet state of
he unloaded wells by adding more 0.1 M HCl solution. After load-
ng, each well in the plate was washed by 1 mL 0.1 M HCl, 1 mL

s
(
s
t
o

96.7 10.6 3.1
98.0 5.1 2.7
02.5 3.6 1.8
99.1 9.1 NA

ater and 1 mL methanol. After drying for 3 min under a high vac-
um setting (∼15-in. Hg), a clean deep-well collection plate was
laced under the SPE plate in the vacuum manifold. The analytes
ere eluted with 1.0 mL methanol/ammonium hydroxide (95:5).

he eluants were evaporated to dryness under nitrogen at 45 ◦C.

.5.3. PSA cleanup
The dry eluant in each well was reconstituted with 1 mL ace-

onitrile:water (95:5). Approximately 50 mg of PSA (silica-based
rimary and secondary amine adsorbent, average particle size:
0 �m) particle was added into each well. The components with
egative charges were adsorbed on the PSA particles via a 10-min
ortex-mixing. After another 5-min centrifugation at 3000 rpm,
00 �L of the supernatants were transferred onto a blank 96-well
late via a Tom-tec. The supernatants were evaporated to dryness
nder nitrogen at 45 ◦C. The final extracts were reconstituted with
00 �L of water:acetonitrile:formic acid (30:70:0.1) for LC–MS/MS
nalysis.

.6. LC–MS/MS analysis

The instruments used were a Perkin-Elmer Series LC-200 HPLC
ystem, a CTC high-throughput autosampler and a Sciex API 4000
riple quadrupole mass spectrometer with a turbo ion spray inter-
ace and the positive mode. The Analyst software (version 1.4.2)
as used to operate the integrated system.

The current HPLC method employed a hydrophilic interaction
hromatography with a Tosoh BioSep TSKgel Amide-80 column
5 �m 10 cm × 4.6 mm i.d.). The flow rate was 1.0 mL/min; mobile
hase A: acetonitrile; mobile phase B: 0.1% formic acid in water.

njection volume: 10 �L. The 6.0-min HPLC gradient program was
escribed below: in the first 2 min, an isocratic run by 70% (v/v)
obile phase A and 30% mobile phase B (v/v); from 2.0 to 5.0 min,
linear gradient from 70% (v/v) mobile phase A to 35% (v/v) mobile
hase A; from 5.0 to 5.2 min, an isocratic run at 35% (v/v) mobile
hase A; from 5.2 to 5.5 min, a linear gradient from 35% (v/v) mobile
hase A to 70% (v/v) mobile phase A; from 5.5 to 6.0 min, an isocratic
un by 70% (v/v) mobile phase A and 30% mobile phase B (v/v).

Florfenicol amine, DTIC and AIC were determined by MRM scan
ode. Dwell times were 200 ms for all the compounds. MRM

ransitions were 248 → 130 (florfenicol amine), 183 → 138 (DTIC)
nd 127 → 110 (AIC). In the original infusion experiment, another
RM transition (183 → 166) was selected for the detection of
TIC. Chowdhury et al. [14] also used the transition. However,

uch a transition suffered a saturation of the mass detector when
he concentration was over 500 ng/mL. In addition, there was a

trong background peak in the corresponding MRM chromatogram
not shown). The second strong transition (183 → 123) had the
imilar problems. Thus, the transition above was selected. With
he transition (183 → 138), only the peak assigned to DTIC was
bserved.
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.7. Method validation

The validation was done according to US FDA guidance for indus-
ry on bioanalytical method validation [15].

Three days of calibration curves, with six replicates of quality
ontrols at each concentration level were performed to deter-
ine intra-assay and inter-assay variation and accuracy. After the

C–MS/MS bioanalysis, the third batch was stored at 4 ◦C for a re-
njection to establish the extraction stability.

In the third batch, the true recovery and absolute matrix effect
ere evaluated in both Low QC and High QC levels. Six extracted
atrix blank were dried and then spiked with 1.0 mL of acetoni-

rile:water:formic acid (70:30:0.1) containing Low QC or High QC
oncentration levels of DTIC and AIC. In addition, six replicate of
.0 mL of acetonitrile:water:formic acid (70:30:0.1) containing Low
C or High QC concentration levels of DTIC and AIC were added at

he end of the running sequence. The absolute matrix effects were
alculated using the peak area ratios of Low QC (or High QC) vs. post-
piked Low QC (or High QC). The true recoveries were calculated
sing the peak area ratios of post-spiked Low QC (or High QC) vs.
he same concentrations of quality standards in the reconstituted
olvents.

The fourth batch was used to evaluate the relative matrix effect
rom six unique matrix lots, at the Low QC level.

Finally, the 4 ◦C matrix stability, the matrix freeze/thaw (F/T)
tability and a 2-month −70 ◦C storage stability for quality control
tandards were evaluated.

MRM chromatograms were automatically integrated using Ana-
yst software and then the data were transferred into Watson LIMS
Innaphase, version 6.4.0.02) to perform the regression, calculate
he regression constants, and calculate the concentration of the
nalyte in unknown samples and QCs using the peak area ratios
f analyte vs. internal standard. Individual precision and accuracy
or the calibration standards and QC samples were determined by

atson.

.8. Patients and chemotherapy

The study was performed after approval by the local ethics com-
ittee. Two patients with advanced melanoma and four patients
ith proven glioblastoma multiforme were administrated into
ansu Province Cancer Hospital. All patients volunteered to par-

icipate in the study and gave their written informed consent
efore start of chemotherapy. The two patients with histolog-

cal confirmation of advanced melanoma were treated with a
ingle-agent DTIC standard monotherapy. The four patients with
istologically proven glioblastoma multiforme were treated with
DTIC and fotemustine combined chemotherapy. The patients

xhibited normal bone marrow (leukocyte, >3500 mm−3; platelets,
100,000 mm−3), hepatic (bilirubin, <1.2 mg/dL) and renal (serum
reatinine, ≤1.2 mg/dL; creatinine clearance, ≥60 mL/min) func-
ions.

The patients with advanced melanoma received DTIC at a
ose of 950 mg/m2 (mean body surface area 1.71 m2, n = 2) every

weeks. The patients with glioblastoma multiforme received
TIC at a dose of 200 mg/m2 followed 24 h later by fotemus-

ine at a dose of 100 mg/m2 (mean body surface area 1.78 m2,
= 4) every 4 weeks. Every DTIC dose (200 mg/bottle) was quickly

econstituted with 19.7 mL of sterile water. The total dose was
iluted to a final volume of 200 mL 0.9% saline. Fotemustine dose

100 mg/vial) was diluted into 250 mL 5% glucose. All the bottles
nd flasks were protected from light. Both DTIC and fotemustine
ere given intravenously in an outpatient setting. Both DTIC and

otemustine were intravenously infused over a mean period of
0 ± 4 min.

8
o
a
o

(2008) 412–421 415

.9. Pharmacokinetics

Pharmacokinetics was investigated during the administration of
he first cycle of DTIC.

Blood samples were collected before infusion, during the infu-
ion and periodically for 24 h after the completion of the infusion.
he blood samples were placed into light-protected tubes contain-
ng EDTA as anticoagulant. Immediately after blood sampling, the
ubes were centrifuged at 3000 rpm for 5 min. The plasma super-
atant was transferred to another light-protected tube and stored
t −70 ◦C prior to a dry-ice shipment.

The collected plasma was extracted according to the established
ethod described above. The majority of the clinical samples had

o be diluted 100 times with blank plasma prior to the extraction.
hen the clinical samples were analyzed, only three replicates of

uality control standards at each concentration level were used
n each LC–MS/MS run, and the clinical samples were incubated
etween quality standards. The validated LC–MS/MS bioanalytical
ethod was used to investigate the time courses of DTIC and AIC.
The plasma concentration data were fitted using KineticaTM

ersion 4.0 pharmacokinetic software (Innaphase Corporation, PA,
SA), to calculate the area under the concentration–time curve

AUC), half-life of the terminal phase of the plasma concentration
ecay curve (T1/2), maximum concentration (Cmax).

. Results and discussion

.1. HPLC method development

The first technical challenge is how to develop a robust HPLC
ethod.
In the previous studies, reversed-phase HPLC methods had been

sed [9–14]. Unfortunately, DTIC and particularly AIC are extremely
ydrophilic, thus having no sufficient retention on all kinds of
eversed-phase HPLC columns as well as polar-embedded RP-HPLC
olumns.

An alternative strategy is to use hydrophilic interaction
hromatographic modes (HILIC) [16–18]. Hydrophilic interaction
hromatography (HILIC) is used primarily for the separation of
olar and hydrophilic compounds that are either weakly retained
r eluted in the void volume of reversed-phase chromatography
olumns. Nevertheless, on typical HILIC phases such as cyano, diol
nd amino phases [16], no retention happens for both DTIC and AIC.
nother versatile HILIC phase [17,18], silica column, offers distorted
eaks for both the hydrophilic compounds.

Finally, a novel HILIC method is successfully developed with
osoh Bioscience TSKgel Amide-80 column. TSKgel Amide-80 col-
mn consists of non-ionic carbamonyl groups that are chemically
onded to the silica gel [16]. This type of column is widely used for
he separation of carbohydrates, peptides and amino acids [16]. On
he other hand, to the best of our knowledge, only one publication
as reported regarding the application of this kind of column for
C–MS bioanalysis of small basic molecules [19].

The representative chromatogram is shown in Fig. 2.
In the hydrophilic interaction chromatography, organic solvent

uch as acetonitrile represents weak mobile phase and water rep-
esents strong mobile phase [16]. In Fig. 2, florfenicol amine eluted
rst at 2.2 min since it is the most hydrophobic compound, followed
y DTIC at 2.6 min and finally AIC at 3.3 min.
HILIC mode offers three significant advantages. First, the Amide-
0 column is proven to be very robust and it performs well
ver 4000 injections of the extracted samples. Second, HILIC
lso offers unique advantages for mass spectrometric detection
f water soluble polar compounds when compared to reversed-
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Fig. 2. A representative LC–MS/MS MRM chromatogram of flor

hase chromatography. The higher organic content of the eluent

n HILIC supports efficient evaporation of the solvent, thus
nhancing sensitivity. Third, in comparison with reversed-phase
C–MS/MS methodologies, hydrophilic interaction chromatogra-
hy using Amide-80 has zero carryover, possibly because of weak

t

c
a

Fig. 3. LC–MS/MS MRM chromatogram o
l amine, DTIC and AIC extracted from a human plasma sample.

ipole–dipole interaction between the polar stationary phase and

he compounds.

As a typical example, the MRM chromatograms of the highest
alibration standard and the corresponding matrix blank injection
re shown in Figs. 3 and 4. According to US FDA Bioanalytical Vali-

f the highest calibration standard.
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Fig. 4. Carryover from th

ation Guidance, the carryover of the highest calibration standard
hould be less than 20% of the integration area of lower limit of
uantitation (LLOQ) [15]. No carryover is observed in the present
tudy for all the compounds. Therefore, the LLOQ of DTIC is set at
.5 ng/mL. Since AIC exists in some blank human plasma lots at
ndogenous levels of 0.2–0.5 ng/mL, the LLOQ value has to be set at
.0 ng/mL for AIC.

Based on our experimental observation, one of the major limita-
ions using hydrophilic interaction LC–MS/MS methodology is the
eak distortion and even splitting phenomenon when the injection
olume is over a limit. A typical chromatogram is shown in Fig. 5.

In Fig. 5, the MRM signal starts from 1.93 min with a tailing peak.
he signal lasts flatly until 2.35 min, and then appeared as a major

rontal peak. The phenomenon happens in all DTIC MRM transitions
uch as 183 → 123 and 183 → 138 (Fig. 5). When the injection vol-
me is set at 20 �L, about 15% of the injected samples have such a
istorted peak or a two-peak splitting for DTIC (Fig. 5) and about 10%

ig. 5. LC–MS/MS MRM chromatogram of DTIC extracted from human plasma. Injec-
ion volume: 20 �L. Upper line: MRM transition 183 → 123 and lower line: MRM
ransition 183 → 138.
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est calibration standard.

or AIC (not shown). The intrinsic mechanisms remain unknown,
ut the problem can be well solved via the limitation of the injection
olume as 10 �L.

Similar phenomenon is quite frequently observed when other
ydrophilic interaction phases, such as silica, diol and cyano phases
re used. For silica-based hydrophilic interaction LC–MS/MS bio-
nalysis, the current literatures [17,18] only use 2 �L injection
olume and our in-house studies for many compounds also show
hat distorted peaks are observed at 5 �L injection or higher injec-
ion volume when a silica column is used for hydrophilic interaction
C–MS/MS bioanalysis. It is hard to control the variety from injec-
ion to injection when such a small injection volume (<5 �L) has to
e used.

The popular phenomenon might mean that hydrophilic interac-
ion chromatography has a limited volume capacity.

Another major limitation, specific to the separation of basic
rugs and metabolites by the TSKgel Amide-80 phase, is that all the
eaks are broad. It means that the column efficiency is quite low
about 20,000 theoretical plates per meter in the current applica-
ion). On the other hand, it is reported that the same type of column
ffers 80,000 theoretical plates per meter for mannitol [16]. The
nherent mechanism remains unclear.

.2. Method development for extraction of DTIC and AIC from
uman plasma

The previous researches [9–14] reported the successful extrac-
ion of DTIC from plasma samples by methanol. However, in
he present study, it is found that methanol extraction does not
ave sufficient extraction stability. Similar problem happens when

ther organic solvents such as ethyl acetate, acetonitrile and ace-
one are used. Among all the liquid–liquid extraction trials, the

ethanol:acetonitrile extraction in the presence of weak anion-
xchange adsorbent offers reproducible data with a 6-h extraction
bility. The role of weak-anionic exchange (WAX) is to remove
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ll negative and zwitterionic interferences such as fatty acids and
hospholipids [20].

Nevertheless, the 6-h extraction ability is still not long enough
or completion of one batch of assay.

Another challenge is how to choose a right internal standard.
ince both DTIC and AIC are very unstable, the corresponding
sotope-labeled internal standards are very difficult to be made.
hus, we have to focus on the development of a robust extrac-
ion process with use of a generic internal standard. The role of

generic internal standard, even with very different chemical
tructure, is just to compensate the injection variations. A cheap
eneric standard, florfenicol amine (Fig. 1), is chosen. It has some
ommon characters with DTIC and AIC. For example, all of them
re hydrophilic and basic compounds, thus probably having simi-
ar performance in both the sample cleanup processes by generic
ationic exchange or C8 + SCX mixed-mode SPE methodologies.

Since DTIC and AIC are too hydrophilic to be retained on
onventional reversed-phase stationary phases, the selection of
olid-phase extractions should focus on ion-exchange and mixed-
ode methodologies. Weak cationic exchange usually requires that

he internal standards must be very similar to the compounds
or compensation of extraction variation. Strong cationic exchange
SCX) SPE is found to work perfectly with AIC. Nevertheless, the
xperiments show that DTIC extraction by SCX SPE cannot be read-
ly tracked by the generic internal standard, florfenicol amine.

Among cation mixed-mode SPE products, evidences show that
olymer-based mixed-mode SPE resulted in higher background.
üller et al. [21] investigated ion-suppression effects during

lectrospray-ionization mass spectrometry caused by different
ample preparation. Severe ion-suppression effects for codeine and
lafenine were observed when the sample preparation was done
y the convention protein precipitation combined with Oasis MCX
leanup [21]. On the other hand, no ion suppression was detected
ith the second fraction of the silica-based C8 + SCX mixed-mode

PE [21]. It should be noted that the serum sample was loaded
nto the SPE cartridge at pH 6 in the study [21]. In another study,
hen et al. [22] found that a silica-based SCX SPE was better than
aters MCX, a polymer-based mixed-mode SPE, for minimization

f matrix effect. It should be noted that in the study [22] the sample
as loaded onto the SPE cartridge under acidic pH and the matrix

ffect significantly existed.
The C8 + SCX mixed-mode SPE 96-well plate from Chrom-Matrix

nc. is applied to the present study. The product has a significantly
igh cationic ion-exchange capacity, and thus offers significantly
igher recovery for hydrophilic basic drugs [23].

The performance of the mixed-mode SPE product is very depen-
ent on the loading pH. Generally, when the plasma samples are

oaded at pH 6, the eluates are most cleaned, and matrix effect
s minimal [21]. The background becomes dirty when the pH is

djusted lower [23]. Since both DTIC and AIC has no hydrophobic
nteraction with C8, pH 3.5 is initially selected as the loading con-
ition in order to strengthen ionic exchange interaction. The data
or DTIC are listed as Table 2.

able 2
ffect of loading pH on the extraction of DTIC by C8 + SCX mixed-mode SPE

TIC True
recovery (%)

Suppression/
enhancement (%)

Process
efficiency (%)

oading at pH 3.5
Low QC 48.4 91.1 44.1
CV (%) (n = 6) 17.5 21.5 18.3

oading at pH 1.0
Low QC 89.6 62.8 56.3
CV (%) (n = 6) 13.2 14.5 13.5
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True recovery is evaluated by comparing the mean peak areas
n the extracted QCs to those mean peak areas obtained from
ost-spiked QCs. The post-spiked QCs are matrix blanks that have
een reconstituted after extraction with solvent QCs prepared to
imic final extraction concentrations assuming 100% recovery.

he extraction recovery for DTIC is 48.4%, implying that the ion-
xchange interaction is still insufficient for full retention of DTIC on
he SPE. In addition, the integration ratio of DTIC and the response
actor (DTIC vs. the internal standard) are highly variable, because
f quite poor reproducibility regarding DTIC. Thus, the imprecision
CV %) for DTIC is high (Table 2). Furthermore, AIC is even more
ydrophilic (shown in Fig. 2) and thus has even worse reproducibil-

ty at pH 3.5 loading condition.
The absolute matrix effect is calculated by comparing the mean

ntegration areas of post-spiked QCs to the mean peak areas of the
olution QCs. A value of less than 100% indicates suppression and a
alue greater than 100% indicates enhancement. The value is 91.1%
nd thus the ion-suppression effect for DTIC is only 8.9% (Table 2).

Process efficiency, also called as apparent recovery, is evalu-
ted by comparing peak areas in the extracted QCs to the mean
eak areas obtained from solvent QCs. The data was also shown in
able 2.

Although the ion-suppression effect in LC–MS/MS bioanalysis is
inimal at pH 3.5 loading condition, the loading pH has to be set at

H 1 for DTIC and AIC in order to ensure the strong retention of both
ompounds on C8 + SCX mixed-mode SPE and obtain reproducible
ata. The plasma samples are diluted by 0.1 M HCl and the C8 + SCX
ixed-mode SPE 96-well plate is also conditioned by 0.1 M HCl. A

est batch is done and the data for DTIC is also shown in Table 2.
he extraction recovery is greatly enhanced to 89.6% due to stronger
on-exchange interaction at pH 1, and the precision (CV %) is better.

However, a significant matrix effect happens and the ion-
uppression effect is 37.2% (Table 2). Furthermore, the biospecificity
ata from six unique lots for DTIC and AIC do not meet the accep-
ance criteria.

Cationic mixed-mode SPE products and SCX SPE products play
limited role for minimization of the matrix effect at acidic load-

ng pH. When plasma (or serum or urine) samples are loaded on
ilica-based cationic mixed-mode SPE phases at neutral pH, the
ackground of the final elutant is very clean and the matrix effect

s nearly zero. Unfortunately, the reproducibility of the data for
ydrophilic compounds is frequently too poor to be acceptable
20]. In order to improve the precision of the data, the hydrophilic
amples have to be loaded at acidic pH, usually pH 1–2. Let us
se phospholipids as the example to explain why at acidic pH
he matrix effect becomes significant. Phospholipids have been
onfirmed as one of the major causes of ionization suppressions
n bioanalysis [24]. As a class of zwitterionic compounds [24],
hospholipids are removed by the methanol washing step via
ydrophobic interaction mechanism when the samples are loaded
n the mixed-mode SPE products under neutral pH. However, as
he pH value moved towards acidic environment, phospholipids
ossessed positive charge and thus they would retained on the
ixed-mode SPE cartridges during the methanol washing and elute

nto the final fraction to interference with the analysis. In case when
ationic mixed-mode SPE adsorbents are used for enrichment of the
arget compounds from biological fluids, such a step also concen-
rates phospholipids and thus enlarges ion-suppression effect.

Therefore, an additional clean-up step is required to minimize
nd eliminate the matrix effect. It is done by PSA cleanup [20].

SA is very effective to remove all the negative and zwitterionic
omponents such as fatty acids, heparin, EDTA, triglycerides, glu-
uronides, oligosaccharides, phospholipids, lipids, lipid–proteins
nd glyco-proteins, while ensuring full recoveries of basic and
eutral compounds [20]. Under acidic loading pH conditions,
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Table 3
True recoveries, absolute matrix effect and process efficiencies of DTIC and AIC

Compound True
recovery (%)

Suppression/
enhancement (%)

Process
efficiency (%)

DTIC
Low QC 82.5 94.4 77.9
Mid QC 84.4 92.5 78.1
High QC 84.7 96.6 81.8
Mean 83.9 94.5 79.3
CV (%) 1.4 2.1 1.8

AIC
Low QC 65.4 91.8 60.0
Mid QC 68.5 90.4 61.9
High QC 69.2 90.2 62.4
Mean 67.7 90.8 61.4
CV (%) 4.5 3.8 4.4

Table 5
Stability of DTIC and AIC in human plasma

Analyte (QC) Concentration (ng/mL) Accuracy derivation (%) CV (%) (n = 6)

Three free–thaw cycles
DTIC (low) 1.50 96.5 5.1
DTIC (high) 800 94.9 3.2
AIC (low) 6.00 108 6.4
AIC (high) 800 101 3.6

36-h refrigerated extraction stability
DTIC (low) 1.50 91.2 7.2
DTIC (high) 800 94.2 8.4
AIC (low) 6.00 93.5 4.0
AIC (high) 800 97.8 7.1

24-h refrigerated stability in matrix
DTIC (low) 1.50 89.7 4.5
DTIC (high) 800 87.5 4.8
AIC (low) 6.00 96.1 4.8
AIC (high) 800 104.0 11.2

Two-month storage stability
DTIC (low) 1.50 91.7 9.5
DTIC (high) 800 87.8 7.8
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ixed-mode SPE itself is sufficient for removal of neutral and neg-
tive components, but insufficient for removal of phospholipids
nd zwitterion interferences. The additional PSA cleanup further
emoves the remained interferences that induced the matrix effect.

Finally, a mixed-mode SPE process at the loading pH 1, followed
y a WAX cleanup is developed in the present study to give the opti-
um results for extraction efficiency, minimized matrix effect and

recision. The two-step extraction process offers very reproducible
esults. Although florfenicol amine has a very different chemical
tructure (Fig. 1), the generic internal standard tracks the bioanal-
sis of DTIC and AIC very well. It is assumed that the role of the
eneric internal standard is to just compensate the injection vari-
tion at the autosampler. The data would be further shown and
iscussed in Section 3.3.

.3. Validation

.3.1. Precision and accuracy
Over the concentration range of 0.5–1000 ng/mL for DTIC,

he calibration curve is better fitted with quadratic regression
odel using 1/x2 weight factor. Over the concentration range of

–1000 ng/mL for AIC, the calibration curve fits will linear regres-
ion model using 1/x2. The least-squares linear regression constants
r2) are always equal to or higher than 0.994 for both DTIC and
IC. Concentrations of quality control standards are calculated from
ach curve. The accuracy is obtained by comparing the averaged
alculated concentrations to their nominal values (% of nominal)
nd the precision by the percent coefficient of variation (%CV). The
esults from a 3-day precision and accuracy batches are listed in
able 1. The current US FDA regulatory requirements expect that
he LLOQ standard back-calculated concentrations must be within
20% of theoretical nominal concentrations and all other standards’
ack-calculated concentrations must be within ±15% of their nom-

nal theoretical concentrations. The results in Table 1 completely
eet with the acceptance criteria.

.3.2. Absolute matrix effect, true recovery and process efficiency
Matrix effect, recovery and process efficiency are evaluated

ccording to Matuszewski et al.’s method [25].
The data for DTIC and AIC are shown in Table 3.
Comparing the absolute matrix effect data between

ables 2 and 3, PSA cleanup minimizes the matrix effect very
uch. The imprecision (CV%) is also improved very much. On

he other hand, the recovery becomes somewhat lower after
he additional cleanup. It is realistic that a small portion of loss
requently happens in each sample preparation step.
.3.3. Specificity
The data are shown in Table 4.
Since the absolute matrix effect is very small, it is not surprised

hat the relative matrix effect among the seven lots of QC samples
s absent.

3

s
T

able 4
elative matrix effect from six unique low QC standards on quantitative assessments

Lot 1 Lot 2

TIC
Mean concentration found (ng/mL) 1.60 1.49
%CV 5.7 4.0
Accuracy derivation (%) 6.7 −0.7
n 6 6

IC
Mean concentration found (ng/mL) 6.15 6.36
%CV 3.1 4.8
Accuracy derivation (%) 2.5 6.0
n 6 6
AIC (low) 6.00 95.6 5.6
AIC (high) 800 102 4.7

.3.4. Freeze–thaw stability, refrigerated stability and extraction
tability

The three-cycle freeze–thaw stability, the 36-h refrigerated
xtraction stability (4 ◦C), and the 24-h refrigerated stability (4 ◦C)
n the plasma have been validated. The data were shown in Table 5.

.3.5. Transportation and long-term storage stability

A 1-week dry-ice transportation and then 2-month QC standard

torage stability at −70 ◦C are established. The data are listed in
able 5.

Lot 3 Lot 4 Lot 5 Lot 6

1.50 1.52 1.56 1.47
2.8 4.2 5.1 2.0
0 1.3 4.0 −2.0
6 6 6 6

6.07 5.64 5.72 6.21
1.8 7.2 4.8 5.1
1.1 −6.0 −4.7 3.5
6 6 6 6
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Fig. 6. (A) Time vs. concentration profiles of dacarbazine from human plasma. DTIC
dosage: 200 mg/m2. Four patients with histologically proven glioblastoma multi-
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Fig. 7. (A) Time vs. concentration profiles of 5-aminoimidazole-4-carboxamide.
DTIC dosage: 200 mg/m2. Four patients with histologically proven glioblastoma mul-
t
v
D
m

p
T

c
c
o
a

[
c
s
l
t
c

m
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orme were treated with a DTIC and fotemustine combined chemotherapy. (B) Time
s. concentration profiles of dacarbazine from the human plasma. DTIC dosage:
50 mg/m2. Two patients with histological confirmation of advanced melanoma.

.4. Pharmacokinetics

The validated LC–MS/MS method is used for the simultaneous
etermination of DTIC and AIC in human plasma after the intra-
enous administration of DTIC to cancer patients.

Four patients with histologically proven glioblastoma mul-
iforme were treated with a DTIC and fotemustine combined
hemotherapy. According to Fazeny-Dörner et al. [13], the com-
ined chemotherapy has recently been established as an interesting
rst- and second-line therapy for glioblastoma multiforme. The
tandard protocol is to administrate a single intravenous dose of
TIC at 200 mg/m2 and then fotemustine at 100 mg/m2. Fig. 6A

llustrates the DTIC concentration–time profile in the plasma. Anal-
sis of plasma collected before the start of the infusion does not
eveal the presence of DTIC. The pharmacokinetic parameters are
hown in Table 6.

Two patients with histological confirmation of advanced

elanoma were treated with a single-agent DTIC standard
onotherapy at a dose of 950 mg/m2. Fig. 6B illustrates the DTIC

oncentration–time profile in the plasma. Analysis of plasma
ollected before the start of the infusion does not reveal the

u
m
a
m

able 6
harmacokinetic parameters of DTIC and AIC

Patient 1 Patient 2

TIC
max (�g/mL) 3.88 4.55
AUC0–720 (�g min/mL) 457 521
Tmax (min) 67 78
t1/2 (min) 55 67

IC
max (�g/mL) 3.22 3.81
AUC0–720 (�g min/mL) 800 1120 1
Tmax (min) 74 69
t1/2 (min) 140 150
iforme were treated with a DTIC and fotemustine combined chemotherapy. (B) Time
s. concentration profiles of 5-aminoimidazole-4-carboxamide from human plasma.
TIC dosage: 950 mg/m2. Two patients with histological confirmation of advanced
elanoma.

resence of DTIC. The pharmacokinetic parameters are shown in
able 6.

Fig. 7A and B demonstrates the corresponding AIC
oncentration–time profile in the plasma. Analysis of plasma
ollected before the start of the infusion shows endogenous level
f AIC at 0.2–0.5 �g/mL. The pharmacokinetic parameters for AIC
re also listed in Table 6.

We cannot follow the methods in the previous publications
9–14] to make a side-by-side comparison regarding the pharma-
okinetic parameters because liquid–liquid extraction offers too
hort-lived extraction stability for both DTIC and AIC. Neverthe-
ess, it is not unreasonable to expect that the current methods for
he pharmacokinetic investigations may under-estimate the con-
entrations of DTIC and AIC.

DTIC has been the mainstay of chemotherapy for metastatic
elanoma [1–6]. However, the majority of metastatic melanomas
rgently needed for this treatment-refractory disease [1–6]. The
ethod and protocols validated in the present study would be valu-

ble to support DTIC pharmacokinetic analysis and development of
ore effective combined chemotherapies.

Patient 3 Patient 4 Patient 5 Patient 6

5.12 8.08 36.3 40.9
594 943 4378 4641

64 70 72 75
52 65 65 71

4.01 5.78 13.5 14.4
187 1427 4780 5160
78 84 75 72

125 210 340 370
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. Conclusions

By the present study, a robust and sensitive method for simulta-
eous determination of DTIC and its final metabolite, AIC has been
uccessfully developed and validated. The data for the validation
ndicated that the method is specific, reproducible and accurate
o support the assay of DTIC and AIC in K3EDTA human plasma
amples. The method would be valuable to support both DTIC phar-
acokinetic analysis and development of more effective combined

hemotherapies.
In addition, DTIC and AIC, due to their extreme hydrophilic and

nstable character, are very difficult to be extracted and assayed
y current methods in the literatures. The two-step extraction pro-
ess, C8 + SCX mixed-mode 96-well plate extraction for extending
he extraction stability and PSA cleanup for minimizing the matrix
ffect, and the hydrophilic interaction LC–MS/MS developed in the
resent study may contribute as important options in support of
ersatile LC–MS/MS bioanalysis.
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a b s t r a c t

An isotope dilution method has been developed for the speciation analysis of chromium in natural waters
which accounts for species interconversions without the requirement of a separation instrument con-
nected to the mass spectrometer. The method involves (i) in-situ spiking of the sample with isotopically
enriched chromium species; (ii) separation of chromium species by precipitation with iron hydroxide; (iii)
careful measurement of isotope ratios using an inductively coupled plasma mass spectrometer (ICP-MS)
with a dynamic reaction cell (DRC) to remove isobaric polyatomic interferences. The method detection
limits are 0.4 �g L−1 for Cr(III) and 0.04 �g L−1 for Cr(VI). The method is demonstrated for the speciation
of Cr(III) and Cr(VI) in local nullah and synthetically spiked water samples. The percentage of conversion
from Cr(III) to Cr(VI) increased from 5.9% to 9.3% with increase of the concentration of Cr(VI) and Cr(III)
from 1 to 100 �g L−1, while the reverse conversion from Cr(VI) to Cr(III) was observed within a range
Dynamic reaction cell
Precipitation method
ICP-MS

between 0.9% and 1.9%. The equilibrium constant for the conversion was found to be independent of the
initial concentrations of Cr(III) and Cr(VI) and in the range of 1.0 (at pH 3) to 1.8 (at pH 10). The precision of
the method is better than that of the DPC method for Cr(VI) analysis, with the added bonuses of freedom
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. Introduction

Chromium mainly occurs as the hexavalent and trivalent oxi-
ation states in the environment and a brief survey of their
hemistries is now given. Cr(III) is a hard acid which forms octa-
edral coordination complexes with ligands such as water, sulfate,
rea, ammonia, and organic acids [1]. When Cr(III) exists as
r(H2O)6

3+
, its deprotonated forms (which are formulated shortly

s CrOH2+, Cr(OH)2
+ and Cr(OH)3) are dominant within pH 4–10.

r(OH)3 is sparingly soluble, however, it forms the readily soluble
r(OH)4

− complex at higher pH [2]. Manganese oxides were found
o be the most effective oxidation pathway for Cr(III) rather than

olecular oxygen and H2O2 in environmental systems [3].
Cr(VI) is present in the aqueous phase as chromate (CrO4

2−,
CrO4

− and H2CrO4) or dichromate (Cr2O7
2−) ions, the propor-

ions of which depend on both pH and the total concentration of
r(VI). HCrO4

− is the predominant form within the pH range 2–6,
ince H2CrO4 is deprotonated at pH > 1 and CrO4

2− only exists in

he solution above pH 6 [4].

Above a certain concentration of Cr(VI), orange-red Cr2O7
2− ions

re formed but with increase in the basicity, the color changes from
range-red to yellow due to the formation of CrO4

2− ions. Cr(VI)

∗ Corresponding author. Tel.: +852 2788 7840; fax: +852 27887406.
E-mail address: bhtan@cityu.edu.hk (P.A. Tanner).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.06.005
neous Cr(III) determination.
© 2008 Elsevier B.V. All rights reserved.

ons are easily reduced to Cr(III) by electron donors such as organic
atter, e.g. humic acid at low pH [5], and inorganic species such as

e2+, which is thermodynamically possible over the entire pH field
6]. Phosphate and sulfide also influence the rate of reduction of
r(VI) [7,8].

Because of differences in chemical behavior, toxicity and
ioavailability of (essential) Cr(III) and (carcinogenic) Cr(VI),
peciation is important in their environmental analyses. The
,5-diphenylcarbazide (DPC) method is a well-known Cr(VI) deter-
ination method [9,10]. It is based on the reaction of DPC with

r(VI) at the pH of 1.0 ± 0.3 forming a colored complex which
an be detected by UV–vis spectrophotometry at 540 nm. How-
ver, isolation of Cr(VI) from sample extracts containing Fe(II) is
eeded before spectrophotometric measurement is made because
he acidic environment would facilitate reduction of Cr(VI) by Fe(II)
11] which would result in low recovery of Cr(VI). This method
lso suffers from the presence of interfering species such as humic
cid, which is able to compete with DPC for Cr(VI) and which
lso absorbs at 540 nm [8]. Other separation techniques for Cr(VI)
nd/or Cr(III) have utilized ion chromatography [2,11,12], capillary
lectrophoresis [13–16], and in particular, high performance liq-

id chromatography coupled with an inductively coupled plasma
ass spectrometer (ICP-MS) is a convenient technique for simulta-

eously distinguishing both chromium species with low detection
imit [17–19]. The conventional speciation methods including the
olorimetric method, capillary electrophoresis and chromatogra-
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hy, are prone to error due to Cr(III)–Cr(VI) interconversion during
ample processing. Speciated isotope dilution mass spectrometry
SIDMS) has been developed to address species transformations
hat can occur in the steps of sampling, storage, sample prepara-
ion and measurement. Accordingly it provides accurate analysis
f the original sample concentrations of the different chemical
pecies. No other measurement method can provide this informa-
ion. The procedures of SIDMS include the preparation of enriched
sotopic spikes that have each been chemically converted into a
ingle species, sample collection and spiking, species separation,
sotope ratio measurement, and deconvolution of species con-
entrations. The isotopically enriched species will undergo the
ame reactions as the corresponding naturally occurring species
o that the interconversions that occur after spiking are trace-
ble and can be corrected by use of the isotope ratios [20,21].
o illustrate SIDMS, the speciation of Cr(III) and Cr(VI) in water
amples has been carried in this study. We have combined the
IDMS technique with the species separation method using iron
ydroxide precipitation. The co-precipitation speciation method

s based on the specific scavenging effect of Fe(III) hydroxide on
r(III) to form a precipitate which can be subsequently dissolved

n order to obtain the Cr(III) concentration [22–24]. On the other
and, the total Cr concentration is determined by adding Fe(II)
ydroxide into the sample. The Fe(II) hydroxide reduces the in
itu Cr(VI) to Cr(III), which is subsequently scavenged by Fe(III)
ydroxide formed in the redox reaction, thus resulting in the
emoval of all dissolved Cr species. The concentration of Cr(VI)
an be found by the difference of total and Cr(III) concentrations.
herefore this method is capable of determining both dissolved
r(VI) and Cr(III) simultaneously. Besides, it requires minimal sam-
le preparation and the equipment can easily be employed in
he field. The speciation of Cr(III) and Cr(VI) was further simpli-
ed in our method by only carrying out a single scavenging step
here Fe(III) hydroxide scavenges Cr(III) so that Cr(VI) remains

n the sample. Therefore, by analyzing the dissolved precipitate
nd the filtrate, both Cr(III) and Cr(VI) can be determined sep-
rately. Finally, the problems of accurately measuring chromium
sotopic ratios due to polyatomic isobaric interferences such as
4S16O+, 40Ar12C+, 1H35Cl16O+, 40Ar13C+, 37Cl16O+, etc. have been
urmounted by employing dynamic reaction cell (DRC) technology
25,26]. The reaction gas ammonia was found to be more efficient
han oxygen in breaking up such molecular ions.

. Materials and methods

.1. Instrumentation

An Elan 6100 DRC-ICP-MS system (PerkinElmer SCIEX Instru-
ents, USA) equipped with a peristaltic pump, Meinhard quartz

ebulizer, cyclonic spray chamber, nickel skimmer and sample
ones was employed. The instrument was optimized daily with
onsideration of background count, sensitivity, as well as doubly
harged and oxides formation in the standard mode. The pH of
ater samples was measured by a Metrohm 744 pH Meter.

.2. Reagents and materials

Argon gas (99.995%) and ammonia reaction gas (99.999%) were
urchased from the Hong Kong Oxygen Co. and the Hong Kong

pecial Gas Co., respectively. Isotopically enriched materials 50Cr
etal with 96.9% enrichment (Lot# I1-8991B) and 53Cr oxide with

7.9% enrichment (Lot# I1-8991A) were obtained from Cambridge
sotope Laboratories Inc., USA. Standard reference material (SRM)
79 (isotopic standard for chromium) was purchased from the

2

l

a 77 (2008) 189–194

ational Institute of Standards and Technology, USA. Purified water
18.2 M�), from a Milli-Q water purification system (Millipore,
illerica, MA, USA) was used to prepare all the solutions. Other
eagents employed are itemized in the Supplementary information.

.3. ICP-DRC-MS optimization for isotope ratio measurements

The instrument parameters are listed in Table S1. The DRC con-
itions were optimized independently from the remainder of the

CP-MS system. The cell gas flow rate of ammonia and the high-pass
ejection parameter (Rpq) value (the low-pass parameter (Rpa) was
et at 0) were optimized to achieve the highest signal to noise ratio.
wo solutions were used for the DRC optimization. The blank solu-
ion was the solution containing the possible interfering species of
r and was composed of 1 mg L−1 S, 400 mg L−1 Cl, 0.5% CH3OH, 2%
NO3. The standard solution contained the interfering matrix (blank

olution) together with a 2 �g L−1 Cr spike. Studies of the NH3 flow
ate in the range from 0.1 to 1 ml min−1 using different Rpq val-
es changing from 0.4 to 0.7 on these solutions were investigated
Fig. S1).

.4. Dead-time correction

For accurate isotope ratio determination, both the detector dead
ime and mass discrimination effects have to be corrected [27–30].
he dead time concerns the amount of time required for the detec-
or and its associated electronics to process the signal from an
ncident ion and since this effect becomes increasingly stronger as
he ion count rate increases it leads to significant biases in the mea-
ured ion intensity and therefore induces inaccuracy. For dead-time
orrection, an optimum dead-time value for which the isotope ratio
s independent of concentration should be determined. The influ-
nce of dead time on the isotope ratios of 50Cr/52Cr and 53Cr/52Cr
as determined by measuring different concentrations of natural

sotopic abundance Cr standard SRM 979 with respective certified
atios of 0.052 and 0.113. A sweep is counted each time the instru-
ent scans from the lowest to the highest mass specified. Results
ere unsatisfactory using 20 sweeps so that 400 sweeps were

mployed and then the instrument dead time of 50 ns was found
o maintain constancy in both interested isotope ratios (Fig. S2).

.5. Mass discrimination correction

Mass discrimination occurs when ions of different mass to
harge ratios are transmitted or detected through the mass spec-
rometer with different efficiencies within the ICP-MS instrument,
nd this results in non-uniform response across the mass range
29]. The natural isotopic abundance standard SRM 979 was
mployed to determine the external correction mass bias factors
rom measurements of 50Cr/52Cr and 53Cr/52Cr isotope ratios at the
etermined optimum dead time.

The exact concentrations of the 50Cr(III) and 53Cr(VI) enriched
pikes were determined by inverse IDMS. 0.0125 ml of 50Cr(III)
nd 53Cr(VI) enriched spike solutions were separately spiked into
wo 100 ml of 10 �g L−1 SRM 979 solutions, i.e. each containing
9.2 nmol of Cr. The dead-time corrected isotope ratios 50Cr/52Cr
nd 53Cr/52Cr were measured in both enriched 50Cr(III) and 53Cr(VI)
piked standard solutions by ICP-DRC-MS, and corrected by the
ass bias factors (Table S2).
.6. Sample collection and spiking

Local nullah water samples were collected in Shek Kip Mei Nul-
ah on 8 and 15 March 2006, using a plastic bracket attached to a
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ylon wire, and stored in acid-cleaned 2 L polythene bottles. Sam-
les were filtered by a cellulose mixed-ester filter in a syringe before
piking. Each sample was then spiked with a known quantity of
0CrIII and 53CrVI. The optimal ratio would be 50CrIII and 53CrVI in a
oncentration that approaches approximately a 1:1 ratio with the
atural 50CrIII and 53CrVI respectively, and therefore the concentra-
ions of spikes depend upon the amounts of Cr(III) and Cr(VI) in the
riginal sample.

.7. Species separation by iron hydroxide co-precipitation

1 ml of 0.01 M of iron(III) hydroxide solution prepared from
dding 1 ml of 10% (w/w) ammonium hydroxide to 50 ml of 0.01 M
ron(II) ammonium sulfate solution and shaking for 24 h, was added
o the 140 ml sample. The sample was shaken for 1 h by a mechan-
cal shaker (Julabo SW-21C, Germany) and then suction filtered
hrough a 0.4 �m Nucleopore membrane filter pre-cleaned with
0% (v/v) HNO3 and milli-Q water. The sample filtrate was col-
ected for Cr(VI) analysis. The filter paper containing the green
recipitate was sonicated with 5 ml of 50% (v/v) HNO3 for 30 min
o extract Cr(III). The extract was filtered through a cellulose filter
nd then diluted to 50 ml with milli-Q water prior to ICP-DRC-MS
easurement for Cr(III). Additional scavenging experiments were

arried out with Fe(II) hydroxide to check the total chromium con-
entrations and the results were in agreement and not reported
erein.

.8. Isotope ratio measurement and calculation

The four isotope ratios of 50CrIII/52CrIII, 53CrIII/52CrIII,
0CrVI/52CrVI and 53CrVI/52CrVI were measured and corrected.
he number of moles of Cr(III) and Cr(VI) in the sample and the
egree of conversion between Cr(III) and Cr(VI) that occurred after
piking in sample were calculated by Eq. (1)–(4):

III
(

50
52

)
= (NIII

x
50Ax + NIII

s
50AIII

s )(1 − ˛) + (NVI
x

50Ax + NVI
s

50AVI
s )ˇ

(NIII
x

52Ax + NIII
s

52AIII
s )(1 − ˛) + (NVI

x
52Ax + NVI

s
52AVI

s )ˇ
(1)

III
(

53
52

)
= (NIII

x
53Ax + NIII

s
53AIII

s )(1 − ˛) + (NVI
x

53Ax + NVI
s

53AVI
s )ˇ

(NIII
x

52Ax + NIII
s

52AIII
s )(1 − ˛) + (NVI

x
52Ax + NVI

s
52AVI

s )ˇ
(2)

VI
(

50
52

)
= (NVI

x
50Ax + NVI

s
50AVI

s )(1 − ˇ) + (NIII
x

50Ax + NIII
s

50AIII
s )˛

(NVI
x

52Ax + NVI
s

52AVI
s )(1 − ˇ) + (NIII

x
52Ax + NIII

s
52AIII

s )˛
(3)

VI
(

53
52

)
= (NVI

x
53Ax + NVI

s
53AVI

s )(1 − ˇ) + (NIII
x

53Ax + NIII
s

53AIII
s )˛

(NVI
x

52Ax + NVI
s

52AVI
s )(1 − ˇ) + (NIII

x
52Ax + NIII

s
52AIII

s )˛
(4)

nd since the subscripts x and s refer to the sample and spike,
espectively: Rz(y/52) is the isotope ratio of yCr to 52Cr of Cr(z) (z = III
or y = 50 and z = VI for y = 53) in the spiked sample; Ax is the relative
bundance of the respective isotope of Cr in the original sample; AIII

s
nd AVI

s are the relative abundances of the respective isotopes of Cr
n the enriched 50CrIII and 53CrVI isotopic standard spikes, respec-
ively; Nz

s is the number of moles of Cr(z) in the enriched 50Crz
z = III) and 53Crz (z = VI) isotopic standard spikes, respectively; NIII
x

nd NVI
x are the numbers of moles of Cr(III) and Cr(VI) initially in

he sample, respectively; ˛ is the percentage of Cr(III) oxidized to
r(VI) after spiking; and ˇ is the percentage of Cr(VI) reduced to
r(III) after spiking.

t
m
a
b
t
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The calculated ˛ and ˇ are related to the equilibrium constant
Kc) between Cr(III) and Cr(VI) by Eq. (5):

c = NVI
x (1 − ˇ) + ˛NIII

x

NIII
x (1 − ˛) + ˇNVI

x

(5)

The method detection limits (MDL) were determined as three
imes the standard deviation of the concentrations of seven repli-
ates of blank reagent that were processed through the entire
nalytical method with a sample and were 0.4 and 0.04 �g L−1

or the analysis of Cr(III) and Cr(VI), respectively, following the
escribed procedures.

. Results and discussion

.1. ICP-DRC-MS optimization for isotope ratio measurements

The DRC optimization now discussed was used for isotope ratio
easurements on solutions. The first consideration of an accu-

ate determination of the isotopic ratios of chromium concerns the
nterferences upon the interested isotopes 50,52,53Cr. The concen-
rations given above of the predominant interfering species arising
rom Cl, C, S and N were estimated from the average concentra-
ions of Cl−, total organic carbon, S2−, inorganic nitrogen (NO3

−

nd NO2
−) and organic nitrogen from measurements in Hong Kong

nland waters by the Hong Kong Environmental Protection Depart-
ent [31]. In this study, DRC technology was found to successfully

vercome the problem of polyatomic interferences on Cr by using
mmonia gas under optimized operating conditions. Investigations
n varying the NH3 flow rates as well as the Rpq values were car-
ied again to obtain reliable DRC operation parameters. Among the
anges of Rpq and cell gas flow rate studied, the operation at the
igh- and low-pass rejection parameters Rpq = 0.45, Rpa = 0, and
ow rate of 0.45 ml min−1 provided a good estimated detection

imit, as well as strong signal intensity for all Cr isotopes, and were
hus selected to be the subsequent operating conditions (Fig. S1).

By consideration of the ionization energies of Cr (6.77 eV) and
H3 (10.16 eV), the electron transfer from NH3 to Cr+ is there-

ore endothermic, so that the interference removal mechanism is
xpected to be preferentially by conversion into new species, rather
han by forming new cluster ions with Cr at different masses. Our
esults (not shown) demonstrated that Cr does not readily react to
orm Cr(NH3)n

+ (n = 2, 3, 4, . . ., 6) species and that only the signal
ntensities of zCr(NH3)+ (n = 1; z = 50, 52, 53, 54) increased linearly

ith different concentrations of Cr standard solutions. However,
he signal intensity of 52Cr(NH3)+ was too weak to provide an accu-
ate determination.

Using 400 sweeps of the mass spectrometer and the optimized
ead time of 50 ns, the isotope ratios obtained were 0.048 and
.119 for 50Cr/52Cr and 53Cr/52Cr respectively, which are only cor-
espondingly 8% and 4% in error with the certified values. The mass
iscrimination factors per unit mass of 50Cr/52Cr and 53Cr/52Cr were
oth calculated as 4.0%, which were then used for the mass dis-
rimination corrections of 50Cr/52Cr and 53Cr/52Cr in the sample by
pplying Eqs. (S1, S2) (Table S2).

.2. Preparation of 50Cr(III) and 53Cr(VI) enriched spike solutions

The isotopic abundances of the 50CrIII and 53CrVI enriched spike
olutions prepared were determined and are shown in Table 1. The
easured abundances were determined by calculating the ratio of
he net intensity of a specific isotope to the total intensity of the ele-
ent (sum of intensity for all isotopes). The results showed good

greement between the certified and the measured abundances in
oth enriched spike solutions, with good precision. The concentra-
ions of the 50CrIII and 53CrVI enriched spikes were determined by
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Table 1
Determination of isotopic abundance of the 50Cr(III) and 53Cr(VI) spike solutions prepared (identical values were obtained for two replicates)

Isotope 50CrIII spike solution 53CrVI spike solution

Certified abundance (%) Measured abundance (%) Certified abundance (%) Measured abundance (%)
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Cr 96.9 96.6
2Cr – 3.2
3Cr – 0.2
4Cr – 0

nverse IDMS using SRM 979 and were found to be 90 and 67 mg L−1,
espectively.

.3. Assessment of interconversion between Cr(III) and Cr(VI)

To investigate the influence of initial concentrations upon
he distribution between Cr(III) and Cr(VI) in water, six sets of
ron hydroxide co-precipitation experiment were performed using
40 ml nullah water samples (pH 7.52). The water sample was fil-
ered by a syringe cellulose mixed-ester filter before spiking. Since
he total chromium concentration in the neat nullah water samples
labeled A, B) was found to be only 0.9 �g L−1, additional solutions
n duplicate (labeled C. . .L) were made up with natural abundance
r(III) and natural abundance Cr(VI) spikes of up to 100 �g L−1.
ppropriate concentrations (in a roughly 1:1 species ratio) of iso-

opically enriched 50CrIII and enriched 53CrVI were also spiked
nto the samples. An aliquot of 140 ml milli-Q water without any
pikes acted as a blank sample. Following iron(III) hydroxide treat-
ent and subsequent manipulations described above, the isotope

atio measurements of 50CrIII/52CrIII, 53CrIII/52CrIII, 50CrVI/52CrVI and
3CrVI/52CrVI were made separately for the speciated Cr(III) and
r(VI) samples. These isotope ratios were employed in the set of
qs. (1)–(4) to calculate the initial amounts of Cr(III) (NIII

x ) and Cr(VI)
NVI

x ) in the sample, as well as the respective concentrations which

re listed in Table 2.

A and B are the samples without any natural Cr spikes (i.e. only
ullah water with subsequent enriched isotopic spikes). The initial
r(VI) concentrations were found to be 0.7 �g L−1, which is simi-

ar to the total Cr concentration of 0.9 �g L−1 in the nullah water

s
u
p
a
w

able 2
oncentrations of Cr(III), Cr(VI) and total Cr in the samples and the determined mean ± st

ample labels Concentration (�g L−1)

natC III
s

natCVI
s

natCtotal
s C III

x

, B 0 0 0 <DLa

, D 5.2 5.4 10.6 5.2 ±
, F 10.7 10.5 21.2 10.5 ±
, H 20.7 20.9 41.6 18.9 ±

, J 49.1 52.3 103.9 46.9 ±
, L 103.3 103.2 206.5 97.8 ±

atCz
s : initial concentration of natural abundance Cr(z) spiked into the sample; natCtotal

s : t
etermined concentrations of Cr(III), Cr(VI) and total Cr in the sample.
a The detection limit for Cr(III) is 0.4 �g L−1 (3� value; N = 7).

able 3
hromium recoveries, interconversions and equilibrium constants for samples A–L (mean

ample Recovery of Cr (%) Cr existing in the

Cr(III) Cr(VI) Cr(total) Cr(III)

, B – – 94.2 ± 4 (9.8 ± 0.4)
, D 97.9 ± 1 102.4 ± 0 99.7 ± 0.5 45.1 ± 0.3
, F 97.5 ± 1.2 103 ± 1.4 99.9 ± 0.1 47.7 ± 0.7
, H 91 ± 2.2 107.3 ± 2.2 99.1 ± 0.1 44.9 ± 1.1

, J 90.7 ± 3.3 101.4 ± 1.4 96.1 ± 2.3 46.6 ± 0.6
, L 94.6 ± 0.5 102.6 ± 1.3 98.6 ± 0.9 47.9 ± 0.2

a This value was not determined since the initial concentrations of Cr(III) (C III
x ) in samp
– 0.1
– 1.9

97.9 97.9
– 0.1

ample analyzed by ICP-DRC-MS. Thus about 90% of Cr in the nul-
ah water existed as Cr(VI). This may be due to the immobility or
bsence of Cr(III) in this water system since it: (i) has a strong ten-
ency to complex with many inorganic or organic ligands; (ii) is
dsorbed by naturally occurring solids; and (iii) precipitates out
nder neutral to basic condition. Thus Cr(VI) is generally the most
obile Cr form in natural waters. The calculated concentrations of

oth Cr(III), Cr(VI) and total Cr (i.e. labeled as Cx: corresponding
o the amount of natural abundance spikes plus the original small
mount present in the nullah water) are in good agreement with
heir true concentrations. Subtraction of the natural isotopic abun-
ance spike concentrations (natCtotal

s ) from the total determined Cr
oncentration (Ctotal

x ) gives the concentration of Cr present in the
riginal nullah water in the last column of Table 2. Good agreement
s obtained for this small concentration (samples A–F inclusive)
xcept when two large numbers are being subtracted (samples
–L).

Satisfactory recoveries (of between 94% and 107%) were
btained by using the proposed speciation method as shown in
able 3. The percentage of conversion from Cr(III) to Cr(VI) (˛)
ncreases from ∼6% to ∼10% with increase of the initial concen-
rations of Cr(III) and Cr(VI) each from <1 to >50 �g L−1, while the
ercentage of conversion from Cr(VI) to Cr(III) (ˇ) was between 1.6%
nd 0.9% in these ranges (Table 3, columns 7 and 8). This relatively

mall degree of interconversion from Cr(VI) to Cr(III) is expected
nder the basic medium since Cr(VI) then has a negative redox
otential (E0 = −0.13 V) and exhibits thermodynamic stability under
erobic conditions [32] whereas dissolved oxygen rapidly reacts
ith reducing agents such as S2−, Fe2+ and organic matter usually

andard deviation values from replicate samples

CVI
x Ctotal

x Ctotal
x − natCtotal

s

0.7 ± 0 0.8 ± 0.1 0.8 ± 0.1
0.1 6.2 ± 0 11.4 ± 0.1 0.9 ± 0.1
0.1 11.6 ± 0.1 22.1 ± 0.1 0.9 ± 0.1
0.4 23.2 ± 0.5 42.1 ± 0.1 0.5 ± 0.1
1.7 53.7 ± 0.7 100.7 ± 2.5 −3.4 ± 2.5
0.5 106.6 ± 1.4 204.4 ± 1.9 −2.2 ± 1.9

otal natural abundance Cr concentration in the sample; C III
x , CVI

x and Ctotal
x are the

± S.D.; N = 2)

sample (%) Percentage of conversion (%) Equilibrium constant, Kc

Cr(VI) ˛ ˇ

90.3 ± 0.4 5.9 ± 1.8 1.6 ± 0.1 nda

54.9 ± 0.3 8.5 ± 0.2 1.1 ± 0.1 1.4 ± 0
52.4 ± 0.7 8.0 ± 0.5 1.9 ± 0.6 1.2 ± 0
55.1 ± 1.1 8.4 ± 1.2 1.0 ± 0.1 1.4 ± 0.1
53.4 ± 0.6 12.1 ± 0.4 0.9 ± 0.1 1.4 ± 0
52.2 ± 0.2 9.3 ± 2 0.9 ± 0.1 1.3 ± 0

les A and B were below detection limit.
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Table 4
Summary of the determined Cr(III) and Cr(VI) in samples M–R, the percentage of interconversion, and the equilibrium constant between Cr(VI) and Cr(III) at different days
of analysis under different pH conditions

Sample label Day of storage pH Concentration of Cr in the sample (�g L−1) Percentage of Conversion (%) Kc

C III
x CVI

x ˛ ˇ

M, N 1 3.00 201.6 ± 1.3 204.5 ± 0.3 1.4 ± 0.1 2.7 ± 0.1 1.0 ± 0.0
2 2.89 201.1 ± 0.4 205.0 ± 0.3 1.6 ± 0.1 2.8 ± 0.1 1.0 ± 0.0
5 2.88 201.7 ± 0.1 203.5 ± 0.1 1.7 ± 0.1 3.3 ± 0.1 1.0 ± 0.0

O, P 1 7.00 201.0 ± 0.6 205.2 ± 0.1 1.1 ± 0.0 1.7 ± 0.1 1.0 ± 0.0
2 6.36 200.4 ± 0.0 206.7 ± 0.0 6.6 ± 0.0 2.4 ± 0.1 1.1 ± 0.0
5 6.26 200.5 ± 0.2 204.8 ± 0.5 3.7 ± 0.5 3.4 ± 0.0 1.0 ± 0.0

Q, R 1 10.02 202.6 ± 3.2 204.7 ± 1.7 30.8 ± 0.1 1.2 ± 0.0 1.8 ± 0.0
207.2 ± 1.1 25.4 ± 2.5 1.1 ± 0.2 1.7 ± 0.1
205.1 ± 0.1 30.0 ± 2.5 1.3 ± 0.0 1.8 ± 0.1

V VI) were 201.3 �g L−1 and 204.0 �g L−1, respectively.
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Table 5
Concentrations of Cr(VI) (�g L−1) determined in samples analyzed by SIDMS and
DPC methods. The initial concentrations were 405 �g L−1

Sample label Day of storage pH SIDMS method DPC method

nat+isoCVI
x

nat+isoCVI
x

S, T 1 3.00 404.5 ± 0.3 386.2 ± 0.1
2 2.89 405.0 ± 0.3 411.2 ± 0.6
5 2.88 403.5 ± 0.1 407.3 ± 0.2

U, V 1 7.00 405.2 ± 0.1 378.7 ± 0.5
2 6.36 406.7 ± 0.0 403.6 ± 0.4
5 6.26 404.8 ± 0.5 396.8 ± 0.4

W, X 1 10.02 404.7 ± 1.7 381.3 ± 0.2

3

a
f
a
a
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T
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4

y
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2 9.45 201.3 ± 0.2
5 9.35 201.8 ± 0.3

alues represent the mean ± S.D. (N = 2). The initial concentrations of Cr(III) and Cr(

resent. On the other hand, the basic medium destabilizes Cr(III)
nd converts it to Cr(VI) in the presence of oxidizing agents. How-
ver, the manganese oxidation state existing in natural waters is
enerally Mn(II) and not the potential oxidant Mn(IV). Besides, the
xidation of Cr(III) by dissolved oxygen was reported to be slow
32] and the reaction was found to be insignificant when compared
ith MnO2 [33].

As expected, the equilibrium constant (Kc: Table 3, last column)
alculated from ˛ and ˇ was independent of the initial concen-
rations of Cr(III) and Cr(VI) and maintained at the constant value
f 1.3 at room temperature and pH 7.52. Thus, the percentage of
onversion from Cr(III) to Cr(VI) increases more significantly than
he conversion from Cr(VI) to Cr(III) with the increase of initial
oncentrations of Cr(III) and Cr(VI).

.4. Effect of pH and storage time

The proposed speciation method only allows co-precipitation of
r(III) with Fe(OH)3 to form CrxFe1 − x(OH)3 when the pH is above
[32,34]. Thus, to investigate the influence of pH and storage time
n the distribution between Cr(III) and Cr(VI) in water, the pH val-
es of three bottles each of 1.2 L of synthesized water samples
ere adjusted to pH 3, 7 and 10, respectively, by using NaOH or
NO3. Then, natural isotopic abundance Cr(III) and Cr(VI), and iso-

opically enriched Cr(III) and Cr(VI) spikes were added, with the
nal concentrations of each being 200 �g L−1 in each sample. Two
eplicates of 140 ml sample at each adjusted pH (together with
n aliquot of 140 ml milli-Q water without any spikes acting as a
lank sample), were analyzed after days 1, 2 and 5 by the SIDMS
ethod. Immediately before the Fe(III) co-precipitation, the pH of

ach sample was adjusted to 7. Then the isotope ratio measure-
ents of 50CrIII/52CrIII, 53CrIII/52CrIII, 50CrVI/52CrVI and 53CrVI/52CrVI

ere made as described before. The calculated concentrations of
r(III) and Cr(VI) in the different samples labeled M–R and their
orresponding ˛ and ˇ are shown in Table 4. The calculated con-
entrations of both Cr(III), Cr(VI) and total Cr in the sample over the
hole pH range studied agreed with their true concentrations (i.e.

orresponding to the amount of natural abundance spikes added).
ccording to the results, a greater extent of the conversion from
r(VI) to Cr(III) was found under an acidic medium, whereas the oxi-
ation from Cr(III) to Cr(VI) dominated at higher pH. These results
re expected since Cr(VI) exhibits a high positive redox potential
nder acidic media. By contrast, a negative potential occurs under

asic media which destabilizes Cr(III) and converts it to the Cr(VI)
xidation state in the presence of oxidizing agents. The equilib-
ium constant, Kc (final column, Table 4) changed with pH from

(pH 3) to 1.8 (pH 10) but was temporally constant for a given
H value.

s
t
e
a
b

2 9.45 407.2 ± 1.1 403.3 ± 0.5
5 9.35 405.1 ± 0.1 398.7 ± 0.1

.5. Comparison of SIDMS with DPC method for Cr(VI) analysis

The DPC method for Cr(VI) analysis, with experimental details
s described in the Supplementary information, was also employed
or temporal and accuracy comparisons with the proposed SIDMS
nalysis method. Table 5 shows the concentration of the natural
bundance Cr spikes in the samples analyzed by the SIDMS and
PC methods at different pH and after storage for different times.
he Cr(VI) concentrations obtained from the DPC method fluctu-
ted more over the period of study (maximum error 6.5%) under
ifferent pH conditions than those from SIDMS (maximum error
.5%). Besides the problems of chemical and spectral interferences
entioned in Section 1, the much simpler spectrophotometric DPC
ethod has the usual problems of colorimetric methods in ensuring

niform color development and reproducibility.

. Conclusions

Species-specific isotope dilution methods for Cr(III)/Cr(VI) anal-
sis using mass spectrometry have been previously employed
ogether with the separation techniques HPLC [19] and ion chro-

atography [12]. The present method withdraws the requirement
or a separation technique. Furthermore, the mass spectrometry
omponent becomes more accurate with the incorporation of a
ynamic reaction cell into the instrument. The advantages of the
resent method over the conventional spectrophotometric Cr(VI)
peciation methods are that it is more accurate and precise, and

hat species interconversions prior to, and during the analysis, are
liminated. The present method has the added bonus that there is
built-in check upon the total chromium concentration in solution
y scavenging with Fe(II) hydroxide.
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ppendix A. Supplementary data

Supplementary data associated with this article can be found,
n the online version, at doi:10.1016/j.talanta.2008.06.005.
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a b s t r a c t

Molten salts at room temperature and their mixtures with water or molecular solvents are excellent
candidates for future replacement of most of organic solvents used in many industrial processes. To make
this possible and to allow efficient application, it is necessary to determine physico-chemical parameters
(such as the acidity scales) for these reaction media. This work follows a study of the autoprotolysis
eywords:
-Butyl-3-methylimidazolium
etrafluoroborate
onic liquid
olvent mixture

constants (Ks) of water–1-butyl-3-methylimidazolium tetrafluoroborate (bmimBF4) mixtures at 298.15 K
over the composition range of 0–77.43 vol.% bmimBF4 [I. Bou Malham, P. Letellier, M. Turmine, Talanta
72 (2007) 155–164]. In this second analysis, we determined the values of the dissociation constant (pKa)
of various conjugate acid–base pairs for the same water–bmimBF4 mixtures, to establish acidity scales
for each medium. These data can be used to produce proton buffer solutions and thus to control the
acidity level of water–ionic liquid (IL) mixtures. We compare the values of pKa for acid–base pairs in
water–bmimBF mixtures with published values for water–methanol mixtures.
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cidity scale 4

. Introduction

The need of chemical industries that respect the environment
hile remaining efficient has stimulated active research in recent

ears on new non-polluting solvents. Particular attention has been
aid to molten salts at room temperature (known as green solvents)
1–5]. These ionic liquids (IL), flexible in their nature (anions and
ations) and properties, have very low vapour pressures, can dis-
olve molecular species and salts, and display substantial thermal
tability in addition to various other interesting features. They are
hus possible alternative reaction media to the standard organic
olvents used in industrial processes. Numerous studies of these

ure compounds and their mixtures with various molecular sol-
ents have extensively described their physico-chemical properties
sing diverse approaches [6–8]. The main feature of these media is
hat they are strongly structured [9–13]. An important issue con-
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MR 7575, Université Pierre et Marie Curie-PARIS6, Ecole Nationale Supérieure de
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erning ionic liquids involves the reactions [14,15] and processes
16,17], that can be achieved using them.

Many published studies directly compare the evolution (kinetic
nd mechanism) of a given reaction in a medium (where it is usually
arried out) and in molten salts. In these exploratory experiments,
he acidity levels of the solutions are not controlled. In such con-
itions, it can be difficult to assess the true impact of the ionic

iquid on reactivity for a given process. In some cases, the acid-
ty of the molten salt is fixed for catalyzing certain reactions: this
s the case for acidic or very basic ionic liquids. There is interest in
cidic ionic liquids [18] because they are candidates to replace tradi-
ional homogenous and heterogeneous acids in chemical processes.
uch acidic ionic liquids have potential as dual solvent-catalysts
or organic reactions. Thus, properties of [bmim]HSO4 have been
xploited for catalytic activity: for example, its tendency to form
iphasic systems has been used in the synthesis of coumarin and
he monotetrahydropyranylation of diols. The acidity of such media

s generally determined by means of Hammett functions [19]. Basic
onic liquids, mainly 1-butyl-3-methylimidazolium hydroxide [20],
re also used to catalyze some reactions, such as Markovnikov
ddition of imidazole to vinylacetate [21], Michael addition and
lkylation of active methylene compounds [22].
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Apart from these particular cases, there has been little work
oncerning the proton acidity level [23] and dissociation constant
alues of conjugate acid–base pairs [24] in ionic liquids, or even in
imple concentrated salt solutions [25].

We therefore studied the acidity scales in water–bmimBF4 mix-
ures [26]. Molten salt behaves like an aprotic solvent. In the first
art of this study, we published the pKs values of these mix-
ures over the composition range of 0–77.43 vol.% bmimBF4 [26].

e showed that the values of autoprotolysis products could be
uitably described by the quasi-lattice theory proposed by Bahe
s supplemented by Varela et al. [27,28]. In this approach, con-
entrated saline solutions are considered as media in which the
ons are distributed according to a face-centred cubic structure

ith strong short-range ion–ion interactions. We continued this
nalysis by determining values of dissociation constants (pKa) for
arious acid–base pairs in these same media. The goal was primarily
perational: to provide experimental data allowing proton buffer
olutions in water–bmimBF4 mixtures to be prepared and to con-
rol the acidity levels for efficient use of these water–ionic liquid

ixtures as reaction media.

. Experimental

.1. Reagents and products

Sodium tetrafluoroborate (98%), 1-methylimidazole (99%), 1-
romobutane (99%) and acetonitrile (99%) were from Acros
rganics. Acetone (Normapur) was from Prolabo, ethyl acetate

purex for analysis) and dichloromethane were from SDS. Sodium
ydroxide (1 M), hydrochloric acid (1 M) and buffer solutions (pH 4,
H 7, pH 10) were obtained from SDS. 4-Cyanophenol (99%), ammo-
ium tetrafluoroborate (99.999%) and phenol (99%) were obtained

rom Aldrich, and acetic acid (purex for analysis) was from SDS.
yridine was purchased from prolabo and was distilled twice before
se.

All mixtures were prepared in ultrapure water (all water used
as distilled and then filtered with an ELGA UHQ II system,
= 18 M�). Imidazolium salts were synthesised according to the
rocedure described in the first part of this study [26].

.2. Electrochemical measurements

For all measurements, the temperature was maintained at a
onstant 298.15 ± 0.10 K.

The electrochemical cell used can be described as follows:

The electromotive force (emf), E, of the corresponding cells is

= Emes + Ej − Eref (1)

The pH sensitive electrode is a “high alkalinity” glass elec-
rode made by Inforlab Chimie. The behaviour of this electrode in
ater–ionic mixtures is similar to those observed in pure water,
articularly, its response time is about less than 1 min (typically

bout 30 s for the studied solutions). This membrane electrode has a
otential, Emes that follows the Eisenman–Nikolsky’s equation [29],

mes = cste + m log(aH+ + kM

∑
aM) (2)

3

n

a 77 (2008) 48–52 49

where aH+ is the proton activity in solution, aM is the interfering
ation activities and kM is the selectivity coefficient. m is the exper-
mental slope of the electrode. If the glass membrane is perfectly
elective with the protons then, m = RT ln(10)/F. In the concen-
rated saline solutions, the activities, with reference to the infinitely
iluted state in the medium, are given in terms of concentration. As
ill be shown in the experimental study, the imidazolium cation

nterferes very little with the electrode response (kM ≈ 0). Ej is the
unction potential between the measurement compartment and
he agar–agar salt bridge. The concentrations of acids and bases
ntroduced into the medium are low (C < 10−1 mol L−1). The value
f Ej depends only on the concentration of the two electrolytes
nvolved: molten salt and NaBr. We used this salt in the bridge
ecause potassium tetrafluoroborate is slightly soluble in water and
hen KCl-saturated calomel electrode cannot be directly soaked in
he compartment containing the solution being studied. Moreover,
e tested in the first part of this study [26], three types of junc-

ions between the two compartments. We chose a junction with a
alt bridge made of a capillary Teflon tube filled with a saline gel of
M NaBr in agar–agar which avoids the diffusion between the two
ompartments (reference electrode and solution). After each series
f measurement, the junction was regenerated by cutting the end
f the bridge salt.

Eref is the potential of the KCl-saturated calomel reference
lectrode. Under these conditions, the liquid-junction potential
Ej−Eref) was found to be stable over time (to within ±0.1 mV). The
ell’s emf is thus reduced to

= A + m log aH+ (3)

here A is the constant term of the electrochemical cell.

.3. Experimental determination of dissociation constants

First, the measuring cell, Ea, is calibrated with various solutions
f known hydrochloric acid concentrations in ionic liquid–water
ixtures. Thus, values of the slope, m, of the electrode and the

onstant, A, can be determined.
Then, a mixture of an acid (for example, AH) and its conjugated

ase (A−) is introduced into the measurement compartment. The
mf of this cell will be EC. The dissociation constant of AH/A−, Ka,
s related to the proton activity in the solution according to

og Ka = log
|A−|
|AH| + log aH+ (4)

Thus, a simple relation between EC and the ratio of acid and base

oncentrations can be established

= A − EC

m
= pKa + log

|A−|
|AH| (5)

is plotted against log(|A−|/|AH|). The slope of this straight-line
ust be equal to one; the value of pKa corresponds to the y-axis

ntercept value.
. Results

To simplify the procedures for pKa determination and to obtain
umerous experimental points, we generally carried out potentio-
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Fig. 1. Curve of neutralization of an equimolar mixture of 10−2 mol L−1 HCl and
4-cyanophenol by 1 mol L−1 NaOH in 38.67 vol.% ionic liquid mixture (xIL = 0.0569).
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ig. 2. Electrochemical cell calibration from the first part of the curve (Fig. 1),
= 360.8 mV, m = 60.5 mV/decade.

etric measurements on equimolar solutions of HCl and weak acid
generally at 10−2 mol L−1) which were neutralized with concen-
rated (1 mol L−1) NaOH. The first part of the titration curve allows
he parameters of the electrochemical cell (i.e., A and m) to be

etermined, the second part leads to the pKa value. Our method

s illustrated by Figs. 1–3. For example, we determined values of EC
or ionic liquid–water binary with xIL = 0.0569 (38.67% in volume of
onic liquid) for a mixture HCl (10−2 M)–acid acetic (10−2 M) neu-

ig. 3. Determination of pKa for 4-cyanophenol/4-cyanophenolate in 38.67 vol.%
onic liquid solution. Y values of Eq. (5) are plotted against log ({A−}/{AH}). The
lope of this straight-line is equal to one, pKa = 7.8.
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ralized with 1 M NaOH (Fig. 1). Calibration of the system is shown
n Fig. 2 and the determination of pKa in Fig. 3.

The results for various water–bmimBF4 mixtures are reported
n Table 1.

. Discussion

The behaviour of conjugate acid–base pairs in these water–ionic
iquid mixtures is somewhat different from that observed in hydro-
rganic media such as water–methanol, and water–DMSO. Fig. 4
hows the comparison between pKa values of some acid–base pairs
n water–bmimBF4 (Fig. 4a) and in water–methanol mixtures [30]
Fig. 4b).

The main feature of hydro-organic media is that these mixtures
ombine solvents with antagonistic properties. Water stabilizes
onic species strongly and solubilises molecular species weakly. By
ontrast, the organic solvent often solubilises molecules strongly
nd, in the case of DMSO for example, destabilizes ions weakly [31].
s the literal form of pKa variation is established with the nature
f the solvent, the effect of an organic solvent added to water is
enerally easy to interpret, as shown by considering the case of the
rotonic exchange between an acid AH and its conjugated base A−.
he properties of BH+/B pairs can be established by analogy.

Consider the acid – base equilibrium AH = A− + H+. In solvent S,
he equilibrium condition is

�H + S�A − S�AH = 0 (6)

The chemical potentials can be expressed with respect to the
oncentration referenced to the ideal dilute behaviour in S, as:

�∞
H + S�∞

A − S�∞
AH + RT ln

SaH
SaA

SaAH
= 0 (7)

�∞
H , S�∞

A− and S�∞
AH are the standard chemical potentials of H+, A−

nd AH, respectively, referenced to the ideal dilute behaviour in S.
hese parameters being constant,

�∞
H + S�∞

A − S�∞
AH + RT ln SKa = 0 (8)

Ka is the equilibrium constant of acid dissociation in the solvent S.
ts value can be compared with that in water by writing

S�∞
H − W�∞

H
2.3RT

+
S�∞

A − W�∞
A

2.3RT
−

S�∞
AH − W�∞

AH
2.3RT

− log WKa + log SKa = 0 (9)

For each species, i, an activity coefficient of transfer between
ater and the medium S can be defined such as

S�∞
H − W�∞

H
2.3RT

= log �t(H+)

S�∞
A − W�∞

A
2.3RT

= log �t(A−)

S�∞
AH − W�∞

AH
2.3RT

= log �t(AH) = − log
SCsat,
WCsat,

(10)

The value of the activity coefficient of transfer of AH is related
o the molecule solubility in water and in the solvent S, for low free
oncentration saturated solutions. The following general relation
an be then written as

pKa = WpKa − log �t(AH) + log �t(H+)�t(A−) (11)
By introducing the solubility of the molecular species, this leads
o

pKa = WpKa + log
SCsat,AH
WCsat,AH

+ log �t(H+)�t(A−) (12)
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Table 1
Values of pKs (from Ref. [26]) and pKa of several conjugate acid–base pairs at 298 K for various water–bmimBF4 mixtures

% Vol. bmimBF4 0 19.80 38.67 49.48 58.97 77.43
Xsel 0 0.0231 0.0569 0.0856 0.1208 0.2470
CIL/mol L−1 0 1.038 2.032 2.573 3.081 4.069
pKs/±0.1 13.96 13.76 14.21 14.51 14.89 15.87
Ethanoic acid/ethanoate 4.62 4.7 4.75 4.8 5.1 6.45
Pyridinium/pyridine 5.17 5.1 5.15 5.25 5.4 6.1
1-Methylimidazolium/1-methylimidazole 7.00 6.7 6.8 7.05 7.3 7.8
4-Cyanophenol/4-cyanophenolate 8.00 7.7 7.8 8.1 8.5 9.3
NH4

+/NH3 9.17 8.7 8.8 8.9 9.0 9.1
Phenol/phenolate 9.87 9.9 10.05 10.3 10.4 10.9
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Fig. 4. Comparison of the acidity scales in water–bmim

By analogy, the following equation would be found for BH+/B

pKa = WpKa + log �t(B) + log
�t(H+)

�t(BH+)
(13)

nd

pKa = WpKa − log
SCsat,B
WCsat,B

+ log
�t(H+)

�t(BH+)
(14)

For AH/A− or BH+/B pairs, variations in SpKa with the compo-
ition of the mixture are the result of two contributions: one due
o the molecular species and the other to the ions. Consider the
ariation in SpKa for BH+/B as expressed in Eq. (14). The activity
oefficient of transfer of ionic species appears in a ratio. Thus, for
he smallest additions of organic solvent this ratio can be sup-
osed to be close to the one. This implies that SpKa will vary

ike the logarithm of the solubility of the molecular species. In
he case of organic solvents, the solubility of the organic species
ncreases implying that SpKa will decrease, and the acid then
ecomes stronger [32]. Gaboriaud and Schaal [33] showed that
or water–methanol mixtures variations in SpKa of 3-nitro and 4-
itroaniline follow the variations in their solubility. This property is

ost for the most concentrated organic solvent media, the destabi-
ization of the proton being greater than that of BH+. This explains

hy the SpKa values of conjugate BH+/B pairs in most hydro-organic
ixtures (see Fig. 4b) decrease for the first additions of organic

olvent to water, then substantially increase as the mixture com-
osition approaches pure organic solvent. In the case of conjugate
H/A− pairs the variations in SpKa expressed in Eq. (13) include
nly positive terms, because the term of solubility of AH is positive
nd the activity coefficients of transfer intervene as a product. As a
esult, the pKa of conjugate AH/A− pairs increases with the organic
olvent content even at low organic solvent concentrations.

Concerning water–bmimBF4 mixtures, the situation is different
ecause the properties of water and ionic liquid are not necessar-

ly antagonistic. The saline co-solvent, like water, also stabilizes

he ionic species. For molecules, although bmimBF4 has a solubil-
sing capacity much higher than water for gases such as CO2 or
ydrocarbons [34], it is not certain that this property applies to all
olecular species. This can be assessed by examining the behaviour

f pyridine/pyridinium pairs. The SpKa value is almost unaffected

t
a
b
w
i

a) and water–methanol (b) (from Ref. [30]) mixtures.

y the addition of ionic liquid. Relation 14 indicates that pyridine is
ot strongly stabilized by bmimBF4. For 1-methylimidazolium and
mmonium, a small decrease in SpKa is observed at low concentra-
ions of ionic liquid, which means that the molecular species are
tabilized by the ionic liquid, but the effect is very limited.

When considering the behaviour of conjugate AH/A− pairs, it
s not possible to separate the contributions of ionic species from
hose of molecular species. It is thus not possible to conclude about
he evolution of the activity coefficient of transfer for molecules
ith the mixture composition of ionic liquid. The trend of the pKa

ariation of conjugate acid–base pairs for hydro-organic media can
e envisaged by considering the antagonistic properties of water
nd of the co-solvent but this is not true for water–ionic liquid bina-
ies. No standard behaviour can be established because ionic liquid,
ike water, stabilizes ionic species and for molecules, the effects
eem specific to each molecule.

. Conclusion

This study shows that the acidity levels of water–bmimBF4
ixtures can be fixed and controlled with precision using pro-

on buffer solutions. These mixtures can thus be used, like reaction
edia, in a rational way. The behaviour of the conjugate acid–base

airs in these mixtures differs from that observed in hydro-organic
ixtures and leads to interesting behaviours in particular with

egard to the inversions of acidity. This behaviour was observed
nd described in detail, in particular for the amino-benzoic
nd, amino-naphthoic acids [35] in water–methanol mixtures. In
ater–bmimBF4 mixtures, an inversion of acidity between pyri-
inium salt and acetic acid is observed and the SpKa of ammonium
nd acetic acid move substantially towards each other (see Fig. 4a).
his raises interesting issues about the behaviour of these com-
ounds in mixtures whose compositions are close to pure ionic

iquid and about that of amino acids. This study was limited to
composition of 80% ionic liquid by volume, which corresponds
o the operation range of glass electrodes. We believe that the
cid–base behaviour of bmimBF4-rich media, near to pure salt will
e interesting to explore. 1,3-Dialkylimidazolium salts are very
eak acids [36] with an aprotic character. For the richest media

n ionic liquid, we can hope to open the acidity scale of water–ionic
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a b s t r a c t

The nuclear magnetic resonance (NMR) technique was used as analytical tool to determine the complete
metabolic profiling of sea bass extracts: water-soluble metabolites belonging to different classes such as
sugars, amino acids, dipeptides and organic acids as well as metabolites soluble in organic solvent such as
lipids, sterols and fatty acids were identified. The metabolite profiling together with a suitable statistical
analysis were used to discriminate between wild and cultured sea bass samples. Preliminary results show
that discrimination between wild and cultured sea bass was obtained not only using fatty acid composition
Cultured and wild sea bass
NMR
M
S

but also cholesterol and phosphatidylethanolamine and some water-soluble metabolites such as choline,
trimethylamine oxide, glutamine, fumaric and malic acids.
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. Introduction
Given the importance of fish as a source of polyunsaturated fatty
cids, the major part of metabolic studies on fish has been limited
p to now to the analysis of fatty acids composition, almost com-
letely disregarding water-soluble metabolites that are, indeed,

Abbreviations: ADP, adenosine diphosphate; ALA, alanine; ANOVA, analy-
is of variance; ASN, asparagine; ANS, anserine; ATP, adenosine triphosphate;
HN, choline; CHO, cholesterol; COSY, correlated spectroscopy; CR/PCR, cre-
tine/phosphocreatine; DHA, docosahexaenoic acid; DOSY, diffusion ordered
pectroscopy; DSS, sodium 3-(trimethylsilyl)-1-propanesulfonate; DUFA, diunsat-
rated fatty acids; EPA, eicosapentaenoic acid; FA, fumaric acid; GARP, globally
ptimized alternating phase rectangular pulse; GB, glycine-betaine; �-GLC, �-
lucose; �-GLC, �-glucose; GLN, glutamine; GLU, glutamic acid; GLY, glycine;
SQC, heteronuclear single quantum coherence; HMBC, heteronuclear multiple-
ond correlation; HYP, hypoxanthine; ILE, isoleucine; IMP, inosine monophosphate;

NO, inosine; LA, lactic acid; LEU, leucine; LYS, lysine; MA, malic acid; MUFA,
onounsaturated fatty acids; NMR, nuclear magnetic resonance; NOESY, nuclear
verhauser and exchange spectroscopy; PC, phosphatidylcholine; PCA, principal
omponent analysis; PC + PE, phosphatidylcholine + phosphatidylethanolamine; PE,
hosphatidylethanolamine; PUFA, polyunsaturated fatty acids; SA, succinic acid;
TA, saturated fatty acids; TAU, taurin; TG, triacylglycerols; TMAO, trimethylamine
xide; TOCSY, total correlation spectroscopy; UFA, unsaturated fatty acids; VAL,
aline.
∗ Corresponding author at: Istituto di Metodologie Chimiche, CNR, 00016 Mon-

erotondo Staz., Roma, Italy. Tel.: +39 06 90672385; fax: +39 06 90672477.
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mportant from the nutritional point of view. Currently there is an
ncreasing requirement for proper analytical methods capable to
ive a complete picture of fish metabolism and to assess the nutri-
ional quality of the product. These methods should be based on the
nalysis of a variety of metabolites and not only of a few specific
lasses of compounds.

As a non-specific high-throughput analytical method, nuclear
agnetic resonance (NMR) spectroscopy is well suited to the

equirements of metabolic profiling [1,2]. It has been extensively
sed as analytical tool to analyze metabolites of food either of ani-
al [3] or vegetable origin such as olive oils [4], tomatoes [5], lettuce

6], truffles [7] and coffee [8].
In this paper, we report a detailed study of the NMR spectra of the

rganic and aqueous extracts of the Sea bass (Dicentrarchus labrax),
very popular ocean-going fish with peculiar sensory and nutri-

ional qualities. Due to the increased demand for this fish, in the
ast decade the aquaculture production has significantly increased
nd sea bass has become one of the most important commercial fish
ultured in Mediterranean area (Greece, Turkey, Italy, Spain, Croatia
nd Egypt). Therefore, the intensive sea bass production has raised
oncerns over the quality of cultured fish in comparison with that of

ild fish and has given rise to the development of robust analytical

ools to distinguish cultured and wild samples [9–12].
The choice of NMR analytical approach for the food analy-

is depends on the specific problem. Four different approaches
an be used: target analysis, metabolic profiling, metabolomics and
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etabolic fingerprinting [13]. The target analysis is used when one
s interested in a specific metabolite: in this case a selective extrac-
ion can be performed before the NMR analysis to concentrate
he selected metabolite and to avoid interference from other com-
ounds. The metabolic profiling is used when you are interested

n the specific role of a selected metabolic pathway: it requires
he NMR identification and quantification of a selected number of
re-defined metabolites in a given sample. Metabolomics requires
complete analysis in which all the metabolites are quantified and

dentified. Finally, the metabolic fingerprinting is used when the
ample classification without quantification of individual specific
etabolites is required: in this case, the NMR spectrum can be con-

idered as a fingerprint of the product and all the NMR resonances
re measured without any identification.

In this study a mixed metabolic profiling–metabolomics approach
as followed: the 1H spectra of sea bass extracts in aqueous and
rganic solvents were analyzed, all the NMR signals were assigned
sing 2D NMR spectra, and finally the intensity of the identified
etabolites were measured and submitted to a suitable statistical

nalysis. Although a complete assignment of the 1H spectra in aque-
us and organic solvents was performed, we prefer not to define
ur analytical approach as metabolomics since some metabolites
resent in extremely low concentrations could be not revealed due
o the intrinsic low sensitivity of the NMR technique. The detec-
ion limit of a given metabolite, analyzed in a 5 mm tube using
ne-dimensional 1H NMR spectroscopy at high field (11–16 T), is
100 �M [1].

Finally, the analytical metabolic profile was used to investigate
he potentiality of the NMR methodology to discriminate between
ild and cultured sea bass.

. Materials and methods

.1. Materials

Four cultured sea bass (average length and weight: 35 ± 3 cm
nd 600 ± 10 g, respectively) were purchased from a sea bass breed-
ng located in Molise, Italy, whereas three wild sea bass (average
ength and weight: 46 ± 3 cm and 800 ± 10 g, respectively) were
urchased from fishermen in Naples, Tyrrhenian Sea.

The commercial feed (Biomar, Ecolife 66F n. 6.5) used for cul-
ured sea bass contained proteins (42%), fats (26%), carbohydrates
20%), ash (6.1%), fiber (3.0%), methionine and cysteine (1.34%) and
otal phosphorus (0.90%).

.2. Sample preparation

Sea bass were killed by immersing in ice-cold water (hypother-
ia), packed into polystyrene containers with ice, and delivered to

he laboratory within 90 min after the harvesting. Sea bass were
ashed with potable water and stored at 2 ◦C.

Bligh and Dyer [14] method was used to extract and separate
ater-soluble and liposoluble metabolites. Four portions (each por-

ion ∼ 8 g) of skin and four portions (each portion ∼8 g) of muscle
ere accurately sampled from each fish and put into a ceramic mor-

ar adding 24 mL of a chloroform/methanol (1:1, v/v) mixture. The
ample was grinded and homogenized with a ceramic pestle; 8 mL
f distilled water was then added. The homogenate was centrifuged
t a speed of 4000 rpm for 20 min at 4 ◦C. The liquid chloroform

nd water/methanol phases were separated and dried. The lipidic
raction was dissolved in 2 mL of CDCl3; 0.7 mL of solution was
laced into a standard 5 mm tube for the NMR measurements. The
ater-soluble residue was dissolved in 3 mL of D2O; 0.35 mL of the

olution was placed into a 5 mm NMR tube adding 0.35 mL of D2O

(
G
C
(
5
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hosphate buffer (400 mM, pD = 6.5). Finally, the NMR tubes were
ame-sealed.

.3. NMR measurements

NMR spectra of sea bass extracts were recorded at 300 K on a
ruker AVANCE AQS600 spectrometer operating at the proton fre-
uency of 600.13 MHz and equipped with a Bruker multinuclear
-gradient inverse probehead capable of producing gradients in
he z-direction with a strength of 55.4 G cm−1. 1H spectra were
eferenced to DSS (sodium 3-(trimethylsilyl)-1-propanesulfonate)
ignal (ı = 0.00 ppm) in D2O phosphate buffer and to the CH3 sig-
al (ı = 0.88 ppm) of the oleic fatty chain in CDCl3. 13C spectra were
eferenced to the CH3 resonance of alanine (ı = 16.8 ppm) in D2O
nd to the CH3 resonance of the oleic fatty chain (ı = 14.1 ppm) in
DCl3.

The 1H spectrum of the aqueous extract was acquired by co-
dding 512 transients with a recycle delay of 3 s and using a 90◦ flip
ngle pulse of 15.5 �s, and 32 K data points. The water signal was
uppressed using a solvent presaturation (NOESY-presaturation
cheme) during the relaxation delay and the mixing time of 160 ms
15].

The 1H spectra of the CDCl3 extracts were acquired by co-adding
6 transients with a recycle delay of 2 s and using a 90◦ flip angle
ulse of 10 �s and 64 K data points.

The 13C spectrum of the CDCl3 extract was acquired by co-
dding 7000 transients with a recycle delay of 6 s and using a
0◦ flip angle pulse of 10 �s and 64 K data points. A standard
ruker pulse sequence with power-gated proton decoupling and
omposite pulse GARP decoupling sequence was used. The sn1,3
nd sn2 percentages of fatty acids on the glycerol moiety were
alculated by means of the integration of the corresponding 13C
arbonyl resonances; the sum of all integrals was normalized
o 100.

2D NMR experiments, namely 1H–1H COSY, 1H–1H TOCSY,
H–13C HSQC and 1H–13C HMBC [15], were performed using the
ame experimental conditions previously reported [7]; the delay
or the evolution of long-range couplings in 1H–13C HMBC exper-
ments was 80 ms, the mixing time for the 1H–1H TOCSY was
0 ms. Pulsed field gradient spin echo (PGSE) experiments were
erformed with a pulsed field gradient unit producing a magnetic
eld gradient in the z-direction with a strength of 55.4 G cm−1.
he stimulated echo pulse sequence using bipolar gradients with
longitudinal eddy current delay was used. The strength of the

ine-shaped gradient pulse with a duration of 1.4 ms, was loga-
ithmically incremented in 32 steps, from 2% up to 95% of the
aximum gradient strength, with a diffusion time of 200 ms and
longitudinal eddy current delay of 25 ms. After Fourier trans-

ormation and a baseline correction, the diffusion dimension was
rocessed using the DOSY subroutine of the Bruker XwinnmrTM

oftware package.

.4. Measurement of the metabolic content in aqueous extract

The intensity of 19 1H resonances due to water-soluble assigned
etabolites were measured with respect to the intensity of DSS sig-

al (0.2 mM) used as internal standard and normalized to 10. The 19
easured resonances, see Fig. 1, Fig. 2 and the list of abbreviations,
5, 1.49 ppm), LYS (6, 1.74 ppm), GLU (7, 2.07 ppm), SA (9, 2.41 ppm),
LN (8, 2.46 ppm), ASN (11, 2.86 ppm), CR/PCR (12, 3.04 ppm),
HN (25, 3.22 ppm), TMAO (14, 3.28 ppm), TAU (15, 3.43 ppm), GLY
16, 3.57 ppm), GB (13, 3.91 ppm), MA (10, 4.31 ppm), �-GLC (20,
.24 ppm), FA (21, 6.53 ppm), ANS (23, 7.22 ppm).
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Fig. 1. 600.13 MHz 1H NMR spectrum of a sea bass aqueous extract. The assignment
of some peaks is also reported: 1, ILE; 2, LEU; 3, VAL; 4, LA; 5, ALA; 6, LYS; 7, GLU; 8,
G
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Fig. 2. 2D DOSY map of a sea bass extract in D2O phosphate buffer at 300 K. All
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LN; 9, SA; 10, MA; 11, ASN; 12, CR/PCR; 13, GB; 14, TMAO; 15, TAU; 16, GLY; 17, IMP;
8, INO; 19, �-GLC; 20, �- GLC; 21, FA; 22, HYP; 23, ANS/carnosine; 24, ATP/ADP;
5, CHN.

.5. Measurement of the metabolic content in organic extract
The integrals of 10 1H resonances due to assigned liposoluble
etabolites were measured and used to obtain the normalized

ntegrals, see Fig. 3. The resonances are due to CH3-18 of CHO (1,

2

t

ignals from a given molecule show the same diffusion coefficient as indicated for
he case of IMP. The 1H spectrum of the aqueous extract is also reported as horizontal
rojection.

.68 ppm), CH3 of all fatty acids except PUFA (2, 0.88 ppm), CH3
f PUFA (3, 0.97 ppm), CH2-3 of EPA (6, 1.70 ppm), all allylic pro-
ons except C3 allylic protons of DHA (7, 2.08 ppm), CH2-2 of all
atty acids except DHA (8, 2.31 ppm), CH2-2 and CH2-3 of DHA (9,
.38 ppm), CH2 diallylic protons of DUFA, (10, 2.77 ppm), CH2N of
C (14, 3.76 ppm), sn3 CH2 diglycerides of PC + PE (15, 3.94 ppm),
n1,3 CH2 of glycerol moiety of TG (16, 4.15 ppm). The normalized
ntegrals were calculated according to the following equations:

IX = (IX/(I2 + I3)) × 10 if X = CH3

IX = (IX/(I2 + I3)) × 15 if X = CH2

IX = (IX/(I2 + I3)) × 30 if X = CH

here nIX is the normalized integral of the X signal, Ix is the integral
f the X signal, I2 + I3 is the sum of integrals of all fatty acid CH3
ignals.

The normalized integrals were used to calculate the normal-
zed integral of other metabolites or class of metabolites:IDHA =
I9 /(2nI8 + nI9); IEPA = nI6 /(nI8 + nI9/2); IPUFA = nI3/(nI2 + nI3);

UFA = (nI7 + nI9)/(2nI8 + nI9); ISTA = 1 − IUFA; IDUFA = nI10/(nI8 + nI9/2);
MUFA = IUFA − IPUFA − IDUFA; IPE = I(PC + PE) − IPC.

Four portions of each fish were analyzed separately, the data
ere averaged and the mean values were used in statistical analysis.
.6. Statistical analysis

The statistical processing of the NMR data was performed using
he STATISTICA package for Windows (version 5.1, 1997). Before per-
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Table 1
Summary of the metabolites identified in the 600 MHz 1H spectrum of the aqueous extract of wild and cultured sea bass

Compound Assignment 1H (ppm) Multiplicity: J (Hz) 13C (ppm)

Carbohydrates
�-Glucose (�-GLC) 19 CH-1 4.66 d: 8.0 96.5

CH-2 3.26 74.7
CH-3 3.51 76.3
CH-4 3.42 70.5
CH-5 3.48 76.4
CH2-6,6′ 3.73, 3.89 61.3

�-Glucose (�-GLC) 20 CH-1 5.24* d: 3.8 92.7
CH-2 3.54 71.9
CH-3 3.72
CH-4 3.41 70.2
CH-5 3.84 72.2
CH2-6,6′ 3.77, 3.84 61.1

Organic acids
Malic acid (MA) 10 �-CH 4.31* dd: 10.0; 3.1 70.9

�,�,-CH2 2.38 dd: 15.4; 10.0 43.2
2.68 dd: 15.4; 3.1

Fumaric acid (FA) 21 �,�-CH = CH 6.53* s

Succinic acid (SA) 9 �,�-CH2 2.41* s 34.6
1,4-COOH 181.8

Lactic acid (LA) 4 �-CH 4.12 q: 6.9 20.7
�-CH3 1.33* d: 6.9 69.1
COOH 183.1

Amino acids and dipetides
Valine (VAL) 3 �-CH 3.61 61.0

�-CH 2.28 m 20.7
�-CH3 1.00 d: 7.0 17.3
�′-CH3 1.05* d: 7.0 18.5
COOH 175.0

Leucine (LEU) 2 �-CH 3.73 54.1
�-CH2 1.72 m 40.2
�-CH 1.73 m 24.5
�-CH3 0.97 d: 6.2 22.6
�′-CH3 0.96 d: 6.1 21.6

Lysine (LYS) 6 �-CH 3.77 m 55.0
�-CH2 1.92 m 30.4
�-CH2 1.49 m 21.9
�-CH2 1.74* m 26.9
�-CH2 3.03 t: 7.6 39.6
COOH 175.4

Alanine (ALA) 5 �-CH 3.79 51.2
�-CH3 1.49* d: 7.3 16.8
COOH 176.4

Asparagine (ASN) 11 �-CH 4.01
�,�′-CH2 2.86* dd: 17.0; 7.6

2.95 dd: 17.0; 4.3

Isoleucine (ILE) 1 �-CH 3.68 60.2
�-CH 1.98 36.4
�-CH3 1.02* d: 7.1 15.3
�-CH2 1.26, 1.47 25.2
�-CH3 0.94 t: 7.5 10.2
COOH

Glutamate (GLU) 7 �-CH 3.77 m 55.1
�,�’-CH2 2.07*, 2.14 m 27.6
�-CH2 2.36 m 34.1
�-CO 181.8
COOH 175.1

Glutamine (GLN) 8 �-CH 3.77 55.1
�,�′-CH2 2.15 m 26.8
�-CH2 2.46* m 31.5
�-CO(NH2) 178.3
COOH 174.6
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Table 1( Continued )

Compound Assignment 1H (ppm) Multiplicity: J (Hz) 13C (ppm)

Glycine (GLY) 16 �-CH2 3.57* s 42.1
COOH 173.0

Creatine/phosphocreatine (CR)/(PCR) 12 N–CH2 3.95 s 54.4

N–CH3 3.04* s 37.6
N C

N(�)-(�-Alanyl)-l-1-methylhistidine (ANS) or N(�)-(�-alanyl)-l-1-histidine 23 �-CH2 (�-Ala)
�-CH2 (�-Ala)
�-CH (His) 4.51 53.6
�-CH2 (His) 3.07; 3.26
4-CH (His) 7.22* 120.2
2-CH (His) 8.22 d: 1.1 136.1

Osmolytes and nucleoside derivatives
TMAO 14 N–CH3 3.28* s 60.1

Glycine-betaine (GB) 13 N–CH3 3.27 s 54.0
�-CH2 3.91* s 66.7
COOH 170.0

Taurine (TAU) 15 S–CH2 3.28 t: 6.7 48.0
N–CH2 3.43* t: 6.7 35.9

Inosine 5’-phosphate (IMP) 17 CH-1’, ribose 6.16 d: 5.7 88.0
CH-2’ ribose 4.80 m 75.2
CH-3’ ribose 4.52 dd: 3.8;5.0 71.2
CH-4’ribose 4.38 m 85.3
CH-5’ ribose 4.05 m 64.3
CH-2, ring 8.55 s 140.6
C4, ring 149.6
C5, ring 124.3
CH-8, ring 8.25 s

Inosine (INO) 18 CH-1’, ribose 6.11 d: 5.7 88.9
CH-2’, ribose 4.77 m 74.8
CH-3’, ribose 4.45 dd: 4.0; 5.1 70.9
CH-4’, ribose 4.28 m 86.2
CH-5’, ribose 3.87 m 71.8
CH2, ring 8.36 s 140.9
C4, ring 149.0
C5, ring 125.1
C6, ring 159.1
CH-8, ring 8.25 s 146.8

Hypoxanthine (HYP) 22 CH-8 8.21 s 146.2
CH-2 8.23 s

Adenosine triphosphate (ATP)/adenosine diphosphate (ADP) 24 CH-8 8.27 s
CH-2 8.53 s
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bbreviations and identification numbering are reported. Signals selected for the st

orming the statistical analysis all 29 selected variables, namely,
9 variables of the aqueous extracts and the 10 variables of the
rganic extracts, were mean-centred and each variable was divided
y its standard deviation (autoscaling). Principal component anal-
sis (PCA) was performed on the 29 variables: the percentage of
ariance for each specific principal component is reported. PCA
esults are shown reporting the scores of the principal compo-
ents and also as a plot of the variable loadings. In the analysis
f the variance (ANOVA) the variables with the highest index of
ariability were selected according to their p-level and F values.
he p-level represents decreasing index of the reliability of a result
nd gives the probability of error involved in accepting a result as

alid. A p-level of 0.05 (5% probability of error) is usually treated as
borderline acceptable error level. The F value is the ratio between
roups’ variability to within-group variability: the larger is this
atio, the larger is the discrimination power of the corresponding
ariable.

b
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i
c
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N–CH3 3.22* s 54.7

al analysis are denoted by asterisk, see Section 2.4.

. Results and discussion

.1. NMR metabolic profiling

The NMR characterization of the sea bass extracts in aqueous
olution and in organic solvent will be discussed separately. The
ssignments of 1H and 13C NMR spectra were obtained using stan-
ard two-dimensional experiments such as 1H–1H COSY, 1H–1H
OCSY, 1H–13C HSQC, 1H–13C HMBC and the literature data [1].

.1.1. NMR analysis of aqueous extracts
Metabolites soluble in water are important nutrients responsi-
le also for specific taste of the fish. The 1H NMR spectrum of the
queous extract and the corresponding assignment are reported
n Fig. 1 and Table 1, respectively. Many signals due to different
ompounds are present. In order to assign this mixture a diffu-
ion ordered NMR spectroscopy (DOSY) experiment together with
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Fig. 3. 600.13 MHz 1H NMR spectrum of a sea bass organic extract. The assignment
of some peaks is also reported: 1,CH3-18 of CHO; 2, CH3 of STA, MUFA and DUFA; 3,
CH3 of PUFA; 4, CH2 of all fatty chains; 5, CH2-3 of all fatty chains except DHA and
EPA; 6, CH2-3 of EPA; 7, CH2 allylic protons of all fatty chains except DHA; 8, CH2-2
of all fatty chains except DHA; 9, CH2-2 and 3 of DHA; 10, CH2, diallylic of DUFA;
11, CH of PUFA; 12, CH N of PE; 13, (CH ) N of PC; 14, CH N of PC; 15, sn3 CH
d
P
C

t
D
s
s
o
t
t
d
t
m
d
u
h
c

o

3
b
a
a

3
t
b
f
a
d

s
3
t
w

t
a
p
1

3
s
t
t

3
L

3.1.1.4. Nucleoside derivatives and osmolytes. Trimethylamine-N-
oxide (TMAO) plays an important role in the osmotic regulation
of body fluids [26]. TMAO was identified in the 1H spectrum by the
singlet at 3.28 ppm due to methyl group. The presence of TMAO in
the extract suggested a good preservation state: in fact, during the

Fig. 4. 150 MHz, 13C NMR spectrum of the sea bass muscle organic extract (car-
boxyl spectral region). Labeled peaks assignments: 1, sn1,3-saturated chains; 2,
2 2 3 3 2 2

iglycerides of PE and PC; 16, sn1,3 CH2 of TG; 17, sn1 CH2 diacylglycerols of PE and
C; 18, CH2OP of PC; 19, sn2 CH diacylglycerols of PE and PC; 20, sn2 CH2 of TG; 21,
H CH of fatty chains, 22, NH2 of PE.

he standard two-dimensional experiments were preformed [16].
OSY is a particular convenient way of displaying the molecular

elf-diffusion information in a bi-dimensional array, with the NMR
pectrum in one dimension and the self-diffusion coefficient in the
ther one. DOSY has been successfully used for the analysis of mix-
ures [17], for the study of intermolecular interactions [18,19], for
he characterization of aggregates [20], for the molecular weight
etermination of uncharged polysaccharides [21]. Here, we report
he DOSY map of the aqueous extract (Fig. 2). As expected for a

ixture, also in the case of aqueous extract, many signals with

ifferent diffusion coefficients and therefore with different molec-
lar weights are present due to different metabolites; on the other
and, signals from the same molecule show the same diffusion
oefficient, as it is shown in Fig. 2 for the case of IMP.

s
−
c
−
s
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Using DOSY information and 2D experiments a full assignment
f the spectra was obtained, see Fig. 1 and Table 1.

.1.1.1. Sugars. A small amount of glucose was present in the sea
ass aqueous extract. It was identified by means of the diagnostic
nomeric doublets at 4.66 ppm (�-form) and 5.24 ppm (�-form)
nd by 2D experiments.

.1.1.2. Free amino acids and dipeptides. The elevated content of pro-
eins in fish [22] contributes to the total high nutritional value of fish
ased products. The 1H spectrum of the aqueous extract allowed the
ree amino acid composition to be obtained: at least eight amino
cids, namely, VAL, LEU, LYS, ALA, ILE, GLU, GLN and GLY were
etected and assigned using 2D experiments and literature data.

Creatine (CR) or/and phosphocreatine (PCR), important energy
ources, were also identified by means of characteristic singlets at
.04 and 3.94 ppm, whereas the presence of taurine (TAU), a condi-
ionally essential amino acid with many metabolic actions [23,24]
as indicated by the resonances at 3.28 and 3.43 ppm.

Characteristic 1H signals at 7.22 and 8.22 ppm can be ascribed
o N(�)-(�-alanyl)-l-1-methylhistidine (anserine, ANS) or N(�)-(�-
lanyl)-l-1-histidine (carnosine), dipeptides, which differ for the
resence of a N–Me group in the imidazole ring of histidine. The
H chemical shift reported in literature for N–Me of ANS [25] is
.75 ppm. In the specific case of the sea bass 1H spectrum, due to the
trong signal overlapping between 3 and 4 ppm, it was impossible
o establish whether the signal at 3.75 ppm was present or not, and
herefore to assign the signals at 7.22 and 8.22 ppm unambiguously.

.1.1.3. Organic acids. Some organic acids such as MA, FA, SA and
A were also identified in the 1H spectrum.
n1,3 −18:1 �11 and sn1,3 −20:1 �11; 3, sn1,3 −18:1�9 and sn1,3 −16:1�9; 4, sn1,3
18:2�9,12 (linoleic fatty chain); 5, sn1,3 −20:5 �5,8,11,14,17 (EPA); 6, sn2-saturated

hains; 7, sn2 −18:1�11 and sn2 −20:1�11; 8, sn2 −18:1�9 and sn2 −16:1 �9; 9, sn2
18:2 �9,12; 10, sn2 −20:5 �5,8,11,14,17 (EPA); 11, sn1,3 −22:6�4,7,10,13,16,19 (DHA);12,

n2 −22:6 �4,7,10,13,16,19 (DHA).
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Table 2
Summary of the metabolites identified in the 600 MHz 1H spectrum of the CDCl3 extract of wild and cultured sea bass

Compound Assignment 1H (ppm) Multiplicity: J (Hz) 13C (ppm)a

Sterols
Cholesterol (CHO) CH2-1 1.86; 1.10 37.30

CH2-2 1.85; 1.52 31.69
CH-3 3.52 71.79
CH2-4 2.31; 2.26 42.35
C-5 140.82
C-6 5.36 121.70
CH2-7 2.00 31.94
CH-8
CH-9 0.95 50.19
C-10 36.54
CH2-11 1.51 21.12
CH2-12 2.02; 1.97 39.83
C-13
CH-14 1.01 56.81
CH2-15 24.32
CH2-16 28.25
CH-17 1.11 56.20
CH3-18 1 0.68 s 11.88
CH3-19 1.01 19.41
CH-20 35.81
CH3-21 0.92 18.74
CH2-22 36.22
CH2-23 23.86
CH2-24 39.55
CH-25 1.53 28.03
CH3-26 0.88 22.83; 22.60

Lipids: triglycerides
Triacylglycerols (TG) CH sn2 20 5.26 m 69.0

CH2 sn1,3 16 4.30 dd: 11.9; 4.2 62.1
4.15 dd: 11.9; 6.0

Lipids: diacylglycerophospholipids
Phosphatidylcholine (PC) CH sn2 19 5.21 70.4

CH2 sn1 17 4.38; 4.13 62.9
CH2 sn3 15 3.94 63.7
CH2OP 18 4.40 59.5
CH2N 14 3.76 66.3
N(CH3)3 3.32 s 54.5

Phosphatidylethanolamine (PE) CH sn2 19 5.21 70.4
CH2 sn1 17 4.38; 4.13 62.9
CH2 sn3 15 3.94 63.9
CH2OP 4.11 62.9
CH2N 3.16 40.6
NH2 22 8.55

Lipids: fatty acid chains
Saturated fatty chains (STA) COO (sn1,3) 173.29

COO (sn2) 172.88
CH2-2 (sn1,3) 8 2.31 t: 7.8 34.06
CH2-2 (sn2) 8 2.31 t: 7.8 34.23
CH2-3 1.61 m 24.8
C H2 1.28–1.30 m 28.9–29.7
CH2-n3 1.26 m 31.9
CH2-n2 1.30 m 22.7
CH3-n1 2 0.88 t: 7.2 14.12

cis-Monounsaturated fatty chains C18:1 �11, C20:1 �11 (MUFA) COO (sn1,3) 173.28
COO (sn2) 172.87
CH2-2 (sn1,3) 8 2.31 34.06
CH2-2 (sn2) 8 2.31 34.23
CH2-3 1.61 24.8
CH2-4–9 1.33 m 29.7–30.2
CH2-10 2.01 m 27.2
CH2-11,12 21 5.35 129.7
CH2-13 2.01 m 27.2
CH2-14–15 (14–17)b 1.30 m 29.7–30.2
CH2-16 (18)b 1.26 m 31.9
CH2-17 (19)b 1.30 m 22.7
CH3-18 (20)b 2 0.88 t: 7.2 14.12

cis-Monounsaturated fatty chains C16:1 �9, C18:1 �9 (MUFA) COO (sn1,3) 173.26
COO (sn2) 172.85
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Table 2 (Continued)

Compound Assignment 1H (ppm) Multiplicity: J (Hz) 13C (ppm)a

CH2-2 (sn1,3) 8 2.31 34.06
CH2-2 (sn2) 8 2.31 34.23
CH2-3 1.61 24.8
CH2-4–7 1.33 m 29.7–30.2
CH2-8 2.01 m 27.2
CH2-9,10 21 5.35 129.7
CH2-11 2.01 m 27.2
CH2-12–15 (12–13)c 1.30 m 29.7–30.2
CH2-16 (14)c 1.26 m 31.9
CH2-17 (15)c 1.30 m 22.7
CH3-18 (16)c 2 0.88 t: 7.2 14.12

Linoleic fatty chain C18:2 �9,12 (DUFA) COO (sn1,3) 173.25
COO (sn2) 172.84
CH2-2 8 2.31 34.1–34.2
CH2-3 1.61 24.8
CH2-4–7 1.29–1.31 29.0–29.8
CH2-8,14 2.01–2.05 q: 7.0 27.2
CH-9,13 21 5.35 m 130.2
CH-10,12 21 5.35 m 127.8
CH2-11 10 2.77 t: 6.7 25.6
CH2-15 1.30 m 29.6
CH2-16 1.30 m 31.9
CH2-17 1.31 m 22.7
CH3-18 2 0.88 t: 7.2 14.08

Linolenic fatty chain C18:3 �9,12,15 COO (sn1,3) 173.24
CH2-2 8 2.31 34.1–34.2
CH2-3 1.61 24.8
CH2-4–7 1.29–1.31 29.0–29.8
CH2-8 2.05 27.2
CH-9 21 5.35 130.27
CH-10 21 5.35 127.8
CH-13,12 21 5.35 128.2
CH2-11,14 2.81 t: 6.0 25.6
CH-15 5.32 127.14
CH-16 5.39 131.97
CH2-17 2.08 20.57
CH3-18 3 0.97 t: 7.5 14.29

Docosahexaenoic fatty acid chain C22:6 �4,7,10,13,16,19 (DHA) COO (sn2) 172.15
COO (sn1,3) 172.55
CH2-2 (sn2) 2.38 34.05
CH2-2 (sn1,3) 9 2.38 33.90
CH2-3 9 2.38 22.6
CH-4 (sn2) 21 5.35 129.48
CH-4 (sn1,3) 21 5.35 129.50
CH-5 (sn2) 21 5.35 127.66
CH-5 (sn1,3) 21 5.35 127.68
CH2-6,9,12,15,18 2.85–2.81 25.6–25.4
CH-19 5.31 127.04
CH-20 5.31 132.04
CH2-21 7 2.08 20.58
CH3-22 0.97 t: 7.5 14.28

Eicosapentaenoic fatty acid chain C20:5 �5,8,11,14,17 (EPA) COO (sn2) 172.62
COO (sn1,3) 173.02
CH2-2 (sn2) 8 2.31 33.61
CH2-2 (sn1,3) 33.42
CH2-3 6 1.70 24.80
CH2-4 (sn2) 2.11 26.51
CH2-4 (sn1,3) 26.53
CH-5 21 5.35 128.99
CH-6 21 5.35 128.81
CH2-7,10,13,16 2.85–2.81 25.6–25.4
CH-17 5.31 127.04
CH-18 5.31 132.04
CH2-19 2.08 20.58
CH3-20 0.97 t: 7.5 14.28

Docosapentaenoic fatty acid chain C22:6 �7,10,13,16,19 (DPA) CH2-6 2.01 27.06

Stearidonic fatty acid chain C18:4 �6,9,12,15 CH2-5 2.01 26.93

Signals used to measure the integrals are labeled using the corresponding numbering as reported in Section 2.5.
a The chemical shifts reported with two decimal digits were measured from 1D spectra, while those reported with one decimal digit were taken from less resolved 2D

experiments.
b In the case of C20:1 �11.
c In the case of C16:1 �9.
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Table 3
Fatty acid content and positional distribution in the glycerol moiety of triacylglyc-
erols obtained from 13C spectrum of cultured sea bass muscle extract

Fatty acid chain Content (%) sn1,3:sn2 ratio

sn1,3 sn2

Saturated fatty acids (STA) 9.3 13.3 0.7
cis-11-Monounsaturated fatty acids. 12.9 2.8 4.5
cis-9-Monounsaturated fatty acids 18.3 5.8 3.1
Diunsaturated fatty acids (DUFA) 12.8 5.7 2.2
EPA 4.8 1.4 3.4
DHA 6.3 3.6 1.7
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torage TMAO is degraded to the volatile trimethyl ammine (TMA)
esponsible for the unpleasant fish odor.

Glycine-betaine (GB), an important osmoprotectant, was also
dentified in the 1H spectrum.

The 1H spectrum shows the diagnostic singlets of hypoxanthine
HYP) at 8.21 and 8.23 ppm, inosine (INO) at 8.36 and 8.25 ppm,
nosine 5′-phosphate (IMP) at 8.55 and 8.25 ppm. These purine
erivatives are formed during the adenosine triphosphate (ATP)
egradation according to the sequence: ATP → adenosine diphos-
hate (ADP) → adenosine 5′-phosphate (AMP) → IMP → inosine
INO) → hypoxanthine (HYP) → xanthine → uric acid. These

etabolites have been used for an estimation of the fish freshness
27] and have been measured by NMR technique in sea bass
amples submitted to modified atmosphere and �-irradiations
28].

.1.2. NMR analysis of chloroform extracts
The 1H and 13C NMR spectra of a sea bass chloroform extract are

hown in Fig. 4Figs. 3 and 4. The assignment of 1H and 13C NMR
pectra was obtained using two-dimensional experiments and the
iterature data [29–31].

.1.2.1. Triacylglycerols and diacylglycerophospholipids. The pres-
nce of triacylglycerols (TG) as the major components of the organic
raction is indicated by the strong 1H signals at 4.30 and 4.15 ppm
nd at 5.28 ppm of the glycerol moiety.

Different diacylglycerophospholipids were present in the
rganic extract: in particular, phosphatidylcholine (PC) and phos-
hatidylethanolamine (PE) can be distinguished by means of the
H resonances of their head group or tail. PC can be easily identi-
ed by the characteristic singlet at 3.32 ppm due to the N+(CH3)3
roup, whereas PE can be identified by the characteristic resonance
t 3.16 ppm due to NCH2 group [7].

.1.2.2. Fatty acids. The 1H spectrum of the organic extract shows
he presence of fatty acids easily assigned by means of 2D spectra
nd literature data [4]. Fatty acid composition of fish lipids depends
n various factors: species, diet, season, part and tissue of the body
tc. The sea bass organic extract contains a high amount of polyun-
aturated fatty acids (PUFA) very important for human diet and
isease prevention [32–34]. In particular, eicosapentaenoic acid
EPA, 20:5n − 3) is shown to be beneficial in coronary heart dis-
ase and inflammatory pathologies, whereas docosahexaenoic acid
DHA, 22:6n − 3) has fundamental role for the development of neu-
al tissue in infants and for the maintenance of the brain functions
n adults.

It has been also reported [35,36] that 13C NMR spectroscopy
an be useful to characterize fatty acid chains; in fact, the
3C NMR spectrum gives information not only about the fatty
cids composition but also about the positional distribution of
atty acid chains in the glycerol moiety of triacylglycerols usu-
lly assessed using an enzymatic cumbersome and inaccurate
ethod.
In particular, the 13C resonances of fatty acid carboxylic groups

re usually well resolved, see Fig. 4, and can be used for a qual-
tative and quantitative analysis of fatty acid chains and for the
etermination of the fatty acid acyl positional distribution in the
lycerol moiety: in fact, the 13C carboxyl resonances of fatty acids
sterified in sn1,3 positions are downfield shifted (ca 0.4 ppm)
ith respect to the corresponding resonances of fatty acids ester-
fied in the sn2 position. The assignment, reported in Table 2, was
onfirmed by 2D experiments and literature data: saturated, cis-
1-monounsaturated, cis-9-monounsaturated, diunsaturated, and
olyunsaturated fatty acids (EPA, DHA and linolenic fatty acid) were

dentified and their content in the sn1,3 and sn2 positions together

a
v

fi
d

inolenic acid 3.0 n.d. n.d.

.d. = not detectable.

ith the sn1,3/sn2 ratio are reported in Table 3. Fatty acid distribu-
ion in vegetal and animal triacylglycerols is of crucial importance
rom a nutritional point of view; in fact, when fish is assumed
y animals and humans, during digestive processes, triacylglyc-
rols are transformed into 2-monoacyl-sn-glycerols successively
bsorbed by the intestines and utilized as such [37]. Different fish
pecies can have different fatty acid distribution. Our results show
hat the acyl positional distribution of sea bass muscle samples is
otably different from those reported for Atlantic tune and Atlantic
almon [38,39].

In the case of sea bass extract, saturated fatty chains (STA) are
referentially distributed in sn2 position, whereas for Atlantic tune
nd Atlantic salmon a random distribution is reported. DUFA, EPA
nd DHA fatty acids of sea bass lipids are distributed preferentially
n sn1,3 positions, whereas for Atlantic salmon and Atlantic tune a
referential distribution in position sn2 is reported [38,39]. Finally,
onounsaturated fatty acids (MUFA) are distributed preferentially

n sn1,3 positions, in agreement with the distribution obtained in
tlantic tune and Atlantic salmon [38,39].

.1.2.3. Sterols. It is possible to obtain information about the
terolic composition by observing the 1H resonance of the CH3-
8 in the 0.6–0.7 ppm spectral region [40]. In the case of the sea
ass organic extract, the 1H spectrum shows a characteristic res-
nance at 0.68 ppm, see Fig. 3, due to the CH3-18 of cholesterol
CHO); the assignment was verified by 2D experiment and reported
n Table 2.

.2. Wild and cultured sea bass discrimination: preliminary
esults

The NMR analytical profile reported above was used to test the
otentiality of the NMR methodology to compare the chemical
omposition of wild and cultured sea bass. Therefore, a preliminary
tudy was carried out on four cultures sea bass and three wild sea
ass. Although usually muscle samples have been used to perform
nalyses, we chose to analyze also skin samples to detect possi-
le differences in the chemical composition of sea bass skin and
uscle.
Water-soluble and liposoluble metabolites of cultured (C) and

ild (W) sea bass extracted from skin (s) and muscle (m) were
nalyzed by 1H NMR: in particular, the intensity of the signals cor-
esponding to 29 metabolites or class of metabolites (column 1 in
able 4) were measured and submitted both to principal compo-
ents analysis to analyze the multivariate structure of the data set

nd to ANOVA analyses (Table 4) to select the most discriminant
ariables between cultured and wild sea bass samples.

Fig. 5A shows a PCA plot of sample scores (PC1 versus PC2). These
rst two PCs account for the 70.3% of the variability within the
ata. PC1 provides mostly the discrimination between cultured and
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Table 4
ANOVA applied to 29 metabolites to discriminate between cultured and wild sea
bass samples

F (fisher) p-level

ANS 0.0006 0.9805
FA 13.3090 0.0033
�-GLC 0.6148 0.4482
MA 12.5691 0.0040
GB 0.8664 0.3703
GLY 4.4542 0.0565
TAU 2.2111 0.1628
TMAO 59.3023 5.54E−06
CHN 12.7507 0.0038
CR/PCR 0.7020 0.4185
ASN 1.3786 0.2631
GLN 7.7089 0.0168
SA 4.1880 0.0633
GLU 0.5888 0.4577
LYS 2.2329 0.1609
ALA 1.4561 0.2508
LA 1.9404 0.1889
VAL 3.9345 0.0707
ILE 1.4830 0.2467
CHO 6.0802 0.0297
PC 4.1521 0.0643
TG 9.5390 0.0094
DHA 55.9547 7.43E−06
EPA 65.6672 3.3E−06
PUFA 21.1836 0.0006
STA 1.1580 0.3030
DUFA 157.4345 2.94E−08
MUFA 5.9335 0.0314
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Fig. 5. (A) PCA performed on 29 metabolites measured in three wild (W1, W2, W3)
and four cultured (C , C , C C ) sea bass. Four portions of each fish were analyzed
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ariables with p-level lower than 0.05 are reported in bold type.

ild sea bass samples, whereas PC2 is mostly responsible for the
iscrimination between muscle and skin samples, especially in the
ase of cultured samples.

Variables with the highest contribution to PC1 are responsible
or wild and cultured samples separation and can be selected using
he plot of loadings reported on Fig. 5B. The following variables
ere selected: DUFA, TG, CHN, MA, FA and GLN with loadings lying

n the left side of PC1 axis and DHA, EPA, TMAO, PUFA, MUFA, CHO,
E and PC with loadings lying on the right side of PC1 axis. The
ean values and standard errors of these variables are reported in

ig. 6. It is worth noting that DUFA, TG, CHN, MA, FA and GLN are
ore abundant in cultured samples (grey bars), whereas the levels

f DHA, EPA, TMAO, PUFA, MUFA, CHO, PE and PC are higher in wild
amples (white bars).

To verify the significance of the observed differences in the
ontent of water-soluble and liposoluble metabolites between
ild and cultured sea bass samples, an ANOVA analysis was per-

ormed (Table 4). Assuming that the borderline acceptable error
or a significant difference between two group means (p-level)
hould be less than 5%, the level of the following 13 metabo-
ites was significantly different in wild and cultured sea bass:
UFA, TG, CHN, MA, FA, GLN, DHA, EPA, TMAO, PUFA, MUFA,
HO and PE. This result confirms the observations obtained using
CA.

The content of DUFA in cultured samples is about six times as
igh as that in wild fish and can be attributed to the dietary of
ultured fish. This result, in agreement with literature data [9,10,11],
onfirms that commercial aquafeed, containing terrestrial-derived

aw materials with a lipid content of 20% and only a small amount of
arine products, causes an accumulation of DUFA. Moreover, due

o their terrestrial dietary, cultured fish are poor in PUFA, DHA and
PA fatty acids which, in turn, are more abundant in wild fish due
o the marine dietary.

a
t
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4 5 6, 7

eparately and averaged. Muscle samples were labeled as “m” whereas skin samples
s “s”. (�) Wild, (�) cultured fish. (B) PCA plot of loadings.

Among the water-soluble metabolites CHN, FA, MA, GLN are
ore abundant in cultured fish respect to wild ones, especially in
uscle tissues. The higher level of FA and MA, components of Krebs

ycle, could be due to a different level of energy metabolism in cul-
ured fish with respect to wild ones. The accumulation of GLN in
ultured fish is probably correlated to the higher level of FA and
A since GLN and GLU anabolism is closely related to Krebs cycle

ctivity. Moreover, high level of GLN, marketed as supplement for
uscle growth, gives an additional dietary value to cultured fish

41].
The level of CHN (choline) in cultured samples is about two

imes as high as that in wild ones. Again this result gives an addi-
ional value to the cultured samples since CHN as a precursor of
cetylcholine and methyl donor in various metabolic processes is
onsidered an essential nutrient for human diet.

The comparison between muscle and skin sea bass samples
f cultured fish shows that their fatty acid composition as well

s the TG and CHO content are not significantly different. On
he other hand, muscles of cultured fish have a higher value of
hospholipids (PC and PE), CHN, MA, FA and GLN with respect
o skin samples suggesting an additional nutritive value of fish

uscles.
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F see lis
a = skin

A

R

R

ig. 6. Histograms relative to the intensity of selected metabolites (arbitrary units),
nd white bars are due to cultured and wild fish respectively; m = muscle samples, s
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a b s t r a c t

In order to implement a simpler, less expensive and more safe sample dissolution procedure, we have sub-
stituted the HF–HClO4 mixture by NH4F. By testing three certified reference materials, lichen 336, basalt
BE-N, soil 7, it was found that the three-reagents digestion without HF and HClO4 (HNO3 + H2O2 + NH4F
was used) was very effective for the pretreatment of ICP-MS measurement. The comparison was based
on the measurement results and their uncertainties. All are reference material for amount contents of
different trace elements. The accuracy and precision of the developed method were tested by replicate
ICP-MS
Trace elements
Wet acid digestion
S

analyses of reference samples of established element contents. The accuracy of the data as well as detec-
tion limits (LODs) vary among elements but are usually very good (accuracy better than 8%, LODs usually
below 1 �g/g in solids). ICP-MS capabilities enable us to determine routinely 13 and 16 minor and trace
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ample preparation elements in basalt and soi

Atomic spectrometry is useful for analysis of solid samples
f environmental and geological interest. To overcome the het-
rogeneous nature of the specimens, most of these samples are
nvestigated for bulk analysis by atomic absorption spectrometry
AAS), inductively coupled plasma-atomic emission spectrometry
ICP-AES), or inductively coupled plasma-mass spectrometry (ICP-

S). ICP-MS is the method with the highest potential with respect
o its detection limits, sensitivity, precision and multi-elemental
eterminations and speed.

Solution nebulisation is commonly used for the sample intro-
uction system of these methods. Although improvements have
een made in the existing solid sampling techniques (laser abla-
ion and electrothermal vaporizer), the liquid introduction remains

ost widespread. Solid sample introduction offers some main
dvantages over liquid sample [1]. Sample preparation time and
andling are reduced, thus diminishing the likelihood of cross-
ontamination from other samples or reagents. Because no solvent
s present, molecular ion spectral interferences derived from solu-
ion are absent. However, the lack of primary standards limits the
uantitative viability of solid sample analysis [2,3].

Finding the correct procedure for the complete dissolution of the
amples by chemical digestion is the most critical aspect of ICP-MS

nalysis. The common dissolution techniques are the acid decom-
osition in open vessel, the microwave digestion and the alkali
usion. Alkali fusion requires a high flux to sample ratio (4:1) nec-
ssary to completely decompose the sample. This entails a strong
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atrix effect and the introduction of a great amount of polluting
lements also leading to a possible contamination of the torch and
ther parts of the analytical apparatus (e.g. boron rich flux) [4–6].
y a consequence the solution must be strongly diluted (fd, dilution

actor, fd = 5000) dramatically lowering the detection limits. More-
ver Si-rich samples generally result in solutions enriched in total
issolved solids (TDSs) which can cause analytical drift by reducing
he diameter of the cone orifice [5]. Furthermore high Si content

ay involve important isobaric interferences which prevent the
etermination of such element as 45Sc (interference: 17OH + 28Si).
xcept alkaline fusion, multi-elements analyses of geological sam-
les, as basalts, are mainly carried out following acid digestion
7–11] and less with microwave digestion [12,13]. The microwave
igestion with open or closed oven frequently leaves undissolved
esidues [5,14–16], making necessary the addition of flux, thus caus-
ng similar inconvenience of the alkali fusion. On the other hand,
rotocols requiring evaporations related to the change of medium
re time consuming with even with microwave digestion.

Open vessel acid decomposition was chosen because it warrants
ow detection limits and the complete sample digestion while keep-
ng a low pollution and limited matrix effect. It has the disadvantage
f being the most time consuming and requiring a great quantity
f acid [14]. A possible limitation of this procedure is represented
y the incomplete sample decomposition due to the presence of
efractory accessory minerals. A combination of HNO3 and HF is

onventionally employed in the acid digestion of silicate matrix.
owever, some recent studies have reported that good recoveries
f many elements can be achieved without HF addition [6,15,17–19].
his information is essential because it has been recommended that
he use of HF, very corrosive and toxic, should be avoided for safety
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Table 1
Summary of the working conditions used in the digestion procedures applied in the present investigation

Procedure Reagents Volume (ml) Initial contact time

A HNO3:HF:HClO4 2:1:1 10 h
H2O2 1 Overnight
HNO3 1 Three successive evaporations with intermediate addition of HNO3

H2O 1 15 min
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The general conditions of the two digestion procedures are sum-
marised in Table 1. About 50 mg (100 mg for lichen 336) of the
sample were weighed into Teflon flasks.

Table 3
Limits of detection
HNO3:NH4F 2:1
H2O2 1.5
HNO3 1
H2O 5

easons. Par consequent, new approaches to improve the digestion
amples in elemental analysis are needed.

Our work aims at providing a simpler, less expensive and more
afe dissolution procedure for lichen, soil and basalt leading to accu-
ate ICP-MS determination of a few transition elements: Cr, Co, Ni,
n, Pb, rare earth elements (La, Ce, Nd, Sm, Eu, Gd, Tb, Yb) and other
race elements like Sc, As, Rb, Sr, Mo, Ba, Cs, Hf, Ta, Th, U more sel-
om determined in such matrix. It is why we decided to remove
he reagents more penalizing (HClO4 and HF) and to replace them
y NH4F. This last reagent has the same aptitudes that HF from the
oint of view of acid digestion without the disadvantages related
o safety. To the knowledge of the authors, this is the first time
H4F is used in a digestion procedure. Only tertiary ammonium or

etramethylammonium hydroxide (TMAH) are used in for biologi-
al samples [20,21]. NH4OH appears in soils analysis in extraction
rocedures before ICP-MS but not in acid digestion [20].

. Experimental

.1. Materials and equipment

The quality control of the analytical technique was ascertained
y applying digestion and analytical procedures for ICP-MS to the
ollowing reference materials: the basalt geostandard BE-N from
he SARM (Service of the Rocks and Minerals Analyses), the lichen
36 and soil 7 both provided by IAEA (International Atomic Energy
gency). We chosed these samples because they illustrate most of

he environmental and geological samples.
Trace analysis in solid materials with amount in the lower
icrogram per gram level requires clean working conditions and
pecialized sample handling equipment in order to keep the blank
ontribution and contamination risks small. Teflon flasks were
insed with ultrapure water and then heated for at least 2 h with
NO3 (2%) followed by another rinsing and a drying step.

able 2
nstrumental parameters

CP Parameters
Plasma gas Argon
rf power 1350 W
Nebulizer gas flow 0.74 L min−1

Auxiliary gas flow 0.90 L min−1

Coolant gas flow 13.8 L min−1

Spray chamber water-cooled at 3 ◦C

ass spectrometer
Interface vacuum 1.9 × 10 hPa
Analyser vacuum 3.6 × 10−7 hPa
Ni made Xi sampler (Ø1 mm) and skimmer (Ø0.7 mm)

cquisition parameters
Full quantitative scan mode
Dwell time 10 ms/element
Replicates 4
Ion collection mode Pulse counting
Measuring time 90 s

E

S
C
C
N
Z
A
R
S
M
S
C
B
L
C
N
S
E
G
T
Y
H
T
P
T
U

10 h
Overnight
Three successive evaporations with intermediate addition of HNO3

15 min

.2. Chemicals and spike materials

For all dilutions and sample treatments, high purity de-
onized water (resistivity 18.2 M� cm) obtained using a Milli-Q
ater purification system (Millipore, Bedford, MA, USA) was
sed throughout. All reagents used for digestion procedures are®

WR Normatom purity grade. For the ICP-MS method, calibra-
ion solutions were prepared from certified stock multi-elemental
000 mg g−1 solutions SPEX, Jobin Yvon. Analytical calibration stan-
ards were prepared daily over the range of 0–20 ng g−1 for all
lements by suitable serial dilutions of multi-element stock solu-
ion in 2% (v/v) HNO3. Rhodium and rhenium were used as internal
tandards at the concentration of 2 ng g−1. The internal standards
ere diluted from 1000 mg g−1 stock standard.

All solutions were stored in high-density polyethylene bottles.
lastic bottles and glassware materials were cleaned by soaking in
0% (v/v) HNO3 for 24 h, rinsing five times with Milli-Q water and
ried in a class 100 laminar flow hood before use. All operations
ere performed in a clean bench.

.3. Digestion procedures
lement Analytical mass Solution (ng g−1) with
2% HNO3

Sample blank
(�g g−1)

c 45 <0.01 0.52
r 52 <0.01 0.35
o 59 0.10 0.20
i 60 0.19 0.52
n 66 0.69 3.6
s 75 0.73 0.70
b 85 0.16 0.20
r 88 0.18 0.43
o 95 0.78 0.89

b 121 0.38 0.50
s 133 0.05 0.10
a 137 0.06 0.09
a 139 0.10 0.39
e 140 0.11 0.35
d 146 0.88 0.90
m 147 0.89 0.89
u 153 0.43 0.43
d 157 1.04 1.05
b 159 0.20 0.20
b 172 1.01 1.01
f 178 0.61 0.67
a 181 2.21 2.26
b 208 0.4 1.75
h 232 0.19 0.23

238 0.29 0.29
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Table 4
Analytical results obtained by HF–HClO4 and NH4F for lichen 336 (ppm)

Element XA HF–HClO4 (4) R.S.D. (%) XB NH4F (10) R.S.D. (%) Certified values Standard deviation

45Sc <LD <LD 0.17 0.01
52Cr <LD 1.07 14.6 1.06 0.085
59Co 0.31 12.5 0.27 7.1 0.29 0.025
60Nia <LD <LD
66Zn 32.8 3.1 29.7 3.4 30.4 1.7
75As <LD 0.62 8.5 0.63 0.04
85Rb 1.8 3.1 1.9 7.1 1.76 0.11
88Sr 9.1 2.5 10.0 6.9 9.3 0.55
95Moa <LD <LD 0.15
121Sb <LD <LD 0.073 0.005
133Cs <LD 0.110 5.8 0.11 0.0065
137Ba 6.8 2 6.38 3.2 6.4 0.55
139La 0.64 7.9 0.61 10.2 0.66 0.05
140Ce 1.3 6 1.24 7.0 1.28 0.085
146Nd <LD 0.63 8.2 0.6 0.09
147Sm <LD 0.11 8.6 0.106 0.007
153Eu <LD <LD 0.023 0.002
157Gda <LD <LD 0.5
159Tb 0.017 39.1 0.017 17.3 0.014 0.001
172Yb <LD <LD 0.037 0.006
178Hfa <LD <LD 0.06
181Taa <LD <LD 0.01
208Pb 4.4 4.6 4.8 8.9 4.9 0.3
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32Th <LD 0.12
38Ua <LD 0.05

a Recommended values; (n) number of independent determinations (% R.S.D. = 10

In the case of A procedure, an HF–HNO3–HClO4 mixture com-
osed of 2 ml of HNO3 (65%), 1 ml HClO4 (68%) and 1 ml HF (47%)
as added to the sample. The flasks were closed and put on a sand
ath at 240 ◦C during 10 h. The Teflon flasks were cool down dur-

ng 1/2 h, then 1 ml of H2O2 (30%) was added. After 1/2 h, the flasks
ere closed again and put on the sand bath at 190 ◦C overnight.
he flasks were cool down. Then, after adding 1 ml HNO3, the flasks
ere opened and left on the sand bath at 240 ◦C for evaporation up

o dryness. The operation has been repeated three times. One millil-
tre of H2O purified with a Milli-Q system was added, the flasks were

T
e

i

able 5
esults obtained by HF–HClO4 and NH4F for Basalt BEN (ppm)

lement XA HF–HClO4 (4) R.S.D. (%) XB NH4F (7)

5Sc 22 0.7 21
2Cr 378. 1.8 378
9Co 60. 24.7 63
0Nia 279 1.4 274
6Zn 201 1.8 159
5As 1.5 2.1 2.2
5Rb 52 4.6 46
8Sr 1494 7.3 1318
5Moa 3.0 0.2 2.8
21Sb 0.3 < LD 15.9 0.5
33Cs 0.8 13.2 1.0
37Ba 1058 3.2 1181
39La 86 4.0 90
40Ce 160 3.7 168
46Nd 72 3.5 75
47Sm 13 20.6 13.
53Eu 4.0 4.8 3.13
57Gda 12.3 2.0 10.9
59Tb 1.3 8.6 1.4
72Yb 2.0 8.0 2.0
78Hfa 5.8 8.2 5.2
81Taa 6.1 5.1 6.8
08Pb 3.8 2.6 3.5
32Th 10.0 1.7 10.0
38U a 2.6 2.1 2.8

a Recommended values; (n) number of independent determinations.
13.0 0.14 0.01
11.6 0.037

).

losed and put on a sand bath at 240 ◦C during 15 min. The result-
ng solution was transferred to a 50 ml flask and brought to volume

ith purified water.
As concerned B procedure, it is the same thing with a

NO3–NH4F mixture using 1 ml NH4F (47%) in the first step, then
.5 ml H2O2 in the second and 5 ml H2O were added in the last.

his is an attractive procedure because it does not require the more
xpensive acid HClO4 or the more hazardous acid HF.

A dilution factor fd was applied to transform the concentration
n solution (�g l−1) into the concentration in solid (�g g−1). fd was

R.S.D. (%) Certified values Standard deviation

4.2 22 4.08
6.7 360 48.84
1.0 60 7.78
1.6 267 26.48
6.7 120 49.67
6.7 1.8 0.56
6.9 47 8.79
7.1 1370 100
6.0 2.8 –
2.4 0.26 0.08
3.6 0.8 0.33
1.3 1025 125
6.2 82 3
2.6 152 24.08
5.3 67 2.6
4.7 12.2 0.6
3.9 3.6 0.52
1.4 9.7 1.4
3.1 1.3 0.28
3.4 1.8 0.68
2.7 5.6 0.37
4.8 5.7 0.88
5.8 4 5.38
7.1 10.4 2.01
5.9 2.4 0.49
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Table 6
Analytical results obtained by HF–HClO4 and NH4F for soil 7 (ppm)

Element XA HF–HClO4 (4) R.S.D. (%) XB NH4F (6) R.S.D. (%) Certified values Standard deviation

45Sc 8.1 0.8 8.3 13.1 8.3 5.5
52Cr 60 1.2 63 3.1 60 4.5
59Co 9.0 0.7 8.2 6.7 8.9 0.4
60Nia 28 1.0 24 16.6 26 2.5
66Zn 107 2.8 106 1.8 104 3
75As 14 18.7 14 9.2 13.4 1.3
85Rb 49 4.1 49 0.8 51 0.05
88Sr 113 3.1 109 0.5 108 0.5
95Moa 1.4 0.5 2.8 16.1 2.5 18.5
121Sb 1.8 0.3 2 9.3 1.7 0.5
133Cs 5.3 0.2 5.8 8.4 5.4 1
137Ba 152 1.0 165 1.2 159 2
139La 27 0.4 30 0.8 28 0.2
140Ce 63 5.5 61 0.5 61 0.15
146Nd 28 2.5 33 8 30
147Sm 5 0.3 5 8.4 5.1 0.15
153Eu 1.0 0.1 1.0 8.8 1 0.1
157Gda 5.0 0.5 4.2 11.8 3.9 0.2
159Tb 0.6 0.1 0.7 10.1 0.6 0.1
172Yb 1.9 0.2 2.0 5.6 2.4 5.5
178Hfa 2.5 0.2 2.7 4.4 5.1 0.25
181Taa 0.7 < LD 0.0 0.9 6.2 0.8 0.35
208Pb 62 5.3 57 0.1 60 5.5
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of digestion vessels or to the purity of reagents adding during the
mineralisation. The interferences 57Fe16O1H+ plus 58Ni16O1H+ on
75As+ severely damage the detection limit. Meanwhile the LOD was
generally below the lowest concentration observed in the samples.
32Th 8.2 0.7 8.2
38U a 2.5 0.2 2.5

a Recommended values; (n) number of independent determinations (% R.S.D. = 10

alculated using the equation:

d = final solution volume (ml)
sample weight (mg)

he resulting dilution factor is 1000; the reagent blank was pre-
ared in the same manner.

.4. Instrumentation

ICP-MS measurements have been performed using a quadrupole
CP-MS spectrometer X7 series ICP-MS (Thermo Fisher Corporation)
quipped with a concentric nebulizer. Instrumental parameters
ere fixed as indicated Table 2. Although this instrument can be
sed in the CCT (collision cell technology) mode to remove poly-
tomic interferences, we operated it solely in standard mode, i.e.,
ith the CCT valve vented, for the determination of metals.

Signal optimization is obtained by using a 10 ng g−1 solution of
e, Mg, Co, Ni, In, Ce, Ba, Pb, Bi and U. The spectrometer is optimised
o provide minimal values of the ratios CeO+/Ce+ and Ba2+/Ba+ and
ptimum intensity of the analytes. The optimum measurement
onditions are summarised in Table 2; the isotopes used for anal-
sis are listed in Table 3. Standards calibrations curves are built by
easuring successively a mixed at different concentration levels 0,

.1, 0.5, 2, 5, 10, 20 and 100 ng g−1 (calibration solutions were pre-
ared from certified stock multi-elemental solutions). This method
equires the use of internal standards to check for instrumental gain
nd to monitor short-term analytical drifting. That is suitable by a
ng g−1 standard solution of Rh and Re added simultaneously to all

amples just before the nebulize admission.

. Results and discussion

In order to avoid ICP-MS pollution, H3BO3 is not used to elim-

nate fluorides. Moreover it has a negative matrix effect [22]. This
s why, although it is longer, we chosed evaporation to remove
uorides from geological and plant samples as volatile SiF4 [18,23].

After the digestion, all samples formed yellowish solutions in
he two procedures with no apparently visible residue.

F
l
t

2.1 8.2 4.5
0.6 2.6 0.4

).

.1. Detection limits

The ICP-MS lower limits of detection (LODs) were determined
or each element (Table 3), with each procedure, in the follow-
ng way: 15 individual chemical blanks prepared along with the
ther samples were measured as an unknown in three replicates.
he detection limit in the solid sample was then assumed to three
imes the standard deviation of the blank solution counts, taking
nto account the dilution factor (1 mg of sample in 1 ml of solution).
o difference was observed between the two procedures. Detection

imits of ICP-MS mainly depend upon the cleanliness of digestion
essels, the purity of reagents adding during the mineralisation and
n ICP-MS working conditions. In order to discriminate these differ-
nt factors, about 20 solutions: H2O with 2% HNO3 were analysed in
he same manner than the samples blanks. We remark that there is
slight pollution for Zn, Mo and Pb most likely due to the cleanliness
ig. 1. Ratio of the average values obtained with the certified values for each disso-
ution procedure for lichen 336. The solid lines indicate a variation of 10% compared
o the certified value. *When there is only recommended value.
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ig. 2. Ratio of the average values obtained with the certified values for each disso-
ution procedure for basalt BEN. The solid lines indicate a variation of 10% compared
o the certified value. *When there is only recommended value.

.2. Reproducibility and accuracy

As a test of procedure reproducibility, different aliquots (four
liquots for A procedure and the remainder for B one) of the same
ample were dissolved and analysed. The average value Xi and the
elative standard deviation (% R.S.D.) were calculated (Tables 4–6).
or the three references, the precision of analytical results charac-
erized by the relative standard deviation was generally better than
%.

In the lichen 336 samples, the low reproducibility for Co (%
.S.D. = 12%) and Tb (% R.S.D. = 9.1%) is dependant on the low ana-

yte concentration and sensibility in the sample. In the basalt
EN sample, the worse elements are Co (% R.S.D. = 24.7%), Sb (%
.S.D. = 15.9%), Cs (% R.S.D. = 13.2%) and Sm (% R.S.D. = 20.6%) with A
rocedure.

As concerned soil 7, the elements for which the reproducibil-
ty is worse are Ni (% R.S.D. = 16.6%), Mo (% R.S.D. = 16.1%), Gd (%
.S.D. = 11.8%) and Tb (% R.S.D. = 10.1%) and with B procedure this
ime.

In order to compare the accuracy of the two procedures A and
, the measured concentrations were averaged and normalized
gainst the certified values. There is a good agreement between
he results and the reference values within 10% relative error, as
llustrated in Figs. 1–3, respectively, for lichen 336, basalt BEN and
oil 7.
First, one notes the procedure B is as good as procedure A for the
ajority of the elements.
The values obtained for Sb, Cs, Ba, Ta, and Pb quite match the the-

retical values by using A procedure. Whereas we though the use

ig. 3. Ratio of the average values obtained with the certified values for each disso-
ution procedure for soil 7. The solid lines indicate a variation of 10% compared to
he certified value. *When there is only recommended value.
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f NH4F brings to the digestion solution a new possible complex-
nt because NH3 forms stable complexes with 3d elements [24], for
thers elements there is not only complexes but also precipitates.
s an illustration, Ta, As, Sb easily form colloidal hydroxides in par-

ially ammoniacal solution [25]. Besides, we can observe that these
hree elements are over-estimated in basalt BEN.

The measurement of 121Sb and 137Ba is always worst after
he B procedure, most likely because of isobaric interferences
espectively with the adducts 103Rh(15NH3)+ and 103Rh(14NH3)2

+

ependent on the addition of the internal standard. In the basalt
EN, the concentration of Sb is only of 0.26 ppm. Consequently,
he contribution of the interference is all the more important as
he concentration in the sample is weak. Selected interfering poly-
tomic ions can then be eliminated through ion molecule reaction
ell with a small amount of gas [26]. A way of reducing these inter-
erences consists in performing CCT mode with a mix collision gas
2 8% in He, oxygen being used to oxidize NH3 [2].

In contrast, the B procedure strongly improves the results for
d even if its measured concentration remains over-estimated. One
an imagine that the formation of 140Ce16OH+ is put at a disadvan-
age.

In lichen 336, 6 traces elements (66Zn, 85Rb, 88Sr, 139La, 140Ce,
nd 208Pb) were founded in good agreement with the certified or
ecommended values, with R.S.D. (%) near to 10% or lower (Table 4,
ig. 1). Since the concentrations of the other were lower than LODs,
o data were given for them. 59Co is slightly over-estimated in

ichen 336, but it should be noted that the required content is close
o the LOD.

In basalt BEN (Table 5), 13 elements (45Sc, 52Cr, 59Co, 60Ni, 85Rb,
8Sr, 95Mo, 139La, 140Ce, 159Tb, 178Hf, and 232Th) are accurately anal-
sed and their normalized concentrations lie between 1.1 and 1.15
or 5 others (121Sb, 137Ba, 146Nd, 157Gd, and 172Yb). Nd is over-
stimated in basalt BEN. This overestimation is possibly caused by
he isobaric interference 130Ba16O+, when Ba is highly concentrated
n the sample (as As it is the case of basalt BEN). This statement is
onfirmed by the good agreement between the Nd measured con-
entrations and the certified value in the Ba poor, Soil 7 reference,
hatever the procedure used.

In the case of Soil 7 (Table 6, Fig. 3), the normalized values fall
ithin the interval 1 ± 0.1, for 16 elements (45Sc, 52Cr, 59Co, 60Ni,

6Zn, 75As, 85Rb, 88Sr, 137Ba, 139La, 140Ce, 147Sm, 153Eu, 208Pb,232Th,
nd 238U) with R.S.D. (%) lower than 8%.

As previously demonstrated (Xu et al. [6]), the optimization of
he digestion conditions without HF nor HClO4 led to the increase
n the contribution of H2O2. This observation appears logical since
he role of hydrogen peroxide is to increase the oxidizing capacity
f the acids [27]. Thus, a part of the oxidizing effect of HClO4 is
eplaced by that of H2O2.

. Conclusion

As expected, for a multi-elemental analysis covering wide
anges of atomic masses and levels of occurrence, a single extraction
ethod is not adequate. However, we developed a routine method

or simultaneous determination of 13 and 16 elements (minor or
race) by ICP-MS, respectively, in basalt and soil. The final solutions
re suitable for the ICP-MS instrument because total dissolved solid
s kept low and possible interferences mainly due to the use of HCl
r HClO4 are avoided.
A clear advantage of the digestion procedure with NH4F is the
eduction of the number of acids used and the replacement of a
rohibited acid of handling in laboratory for safety question by such
n effective salt. The additional economic interest is obvious since
CP-MS is the most popular method for trace element analysis.
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Moreover, accurate determination of large spectra of trace
lements has a broad interest for the knowledge of the geochem-
cal cycles and element transfer through the different terrestrial
eservoirs and in fine for Environmental and Earth Sciences. The
H4F-based digestion procedure applies to micro-samples (mass

ower than 20 mg), too. The analytical precision is then strongly
mproved by the introduction of spiking aliquots.
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a b s t r a c t

The aim of the study was to determine total trace (Cd, Co, Cr, Cu, Mn, Pb and Zn) and major (Al and Fe)
element concentrations in calcareous soils using microwave-assisted digestion procedures. The litera-
ture showing lack of consensus regarding digestion procedures and unsatisfying recoveries for calcareous
materials, four procedures using various acid combinations (HCl, HNO3, H2O2, HF) and volumes were
tested using a certified reference material (CRM 141R) and natural calcareous soil samples. Digests were
analysed by inductively coupled plasma-atomic emission spectrometry (ICP-AES). Repeatability (R.S.D.
<5%) and recoveries (82–116%) showed that the procedures were precise and accurate for most elements.
Five calcareous soil samples from a Champagne vineyard plot were, then, subjected to these procedures. In
calcareous materials, the presence of HF resulted in Al being severely underestimated (recovery <5%) and
Co overestimated (recovery >124%) due to complex formation or spectrochemical interferences, respec-
tively. As digestion was not significantly influenced by the addition of H2O2, the procedure corresponding
to Aqua regia (HCl–HNO3) appeared as the best compromise and was selected for further multielemental
effects environmental studies on calcareous materials, even if the absence of HF could lead to incomplete diges-
tion of accessory silicate minerals. Results for a vineyard plot showed that the soils were contaminated
(3.65 mg kg−1 Cd, 67 mg kg−1 Cr, 278 mg kg−1 Cu, 143 mg kg−1 Pb and 400 mg kg−1 Zn) as a consequence
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. Introduction

Elevated concentrations of trace elements, when mobile, can
ause great environmental concern by accumulating in and con-
aminating soils, fauna, vegetation or waters [1–3]. Therefore,
uidelines and legislations have been issued concerning maximum
llowable total trace element concentrations in soils [4–6]. Total
oncentrations should, thus, be accurately determined.

Concentrations are analysed using a range of analytical methods
ncluding inductively coupled plasma-atomic emission spectro-

etry (ICP-AES). However, these techniques have a major draw-
ack since they require the solid sample to be put into solution. To
his effect, a range of digestion systems (open and closed systems)

nd reagents have been used [4,5,7,8].

Pressurised closed-vessel microwave systems have the advan-
ages of reducing digestion time, contamination and loss of
olatile species, requiring less reagents and sample, and enhancing

∗ Corresponding author. Tel.: +33 3 29 77 36 85; fax: +33 3 29 77 36 36.
E-mail address: beatrice.marin@univ-reims.fr (B. Marin).
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tment applications.
© 2008 Elsevier B.V. All rights reserved.

perator safety [4,5,8,9]. Moreover, microwave digestion usually
roduces more controlled and reproducible results than conven-
ional hot plate methods [4,9].

Depending on the reagents used, residues can remain after
igestion suggesting that the digestion was incomplete and the
oncentrations are merely pseudo-total [5]. Moreover, actual total
oncentrations are required, particularly for further compari-
on with results from sequential extractions which determine
race element partitioning and mobility. Among reagents, HNO3,
Cl and HF are the most commonly used for calcareous soil
igestion [8–10], H2O2 being also sometimes used [5,11,12]. In
he literature, a very large range of digestion procedures exists
rom HNO3 [13–15], HNO3–HCl [4,5,8,15–21], HNO3–HF [9,12,22],
NO3–H2O2 [23], HNO3–HCl–HF [8,9,24,25], HNO3–HCl–H2O2

26], HNO3–HF–HClO4 [15,27,28] to HNO3–HF–HClO4–H2O2 [5,29].
o concensus seems to exist as to the most appropriate procedure

or a given type of soil, leaving choice to select any procedure and

isking obtaining unsuitable results.

Most studies emphasize the need for HF in order to achieve
total digestion as it breaks down silicates [4,7]. However, in

alcareous soils, HF could react with Ca to form Ca–F complexes
hich could trap trace elements [9,12]. In the literature, recoveries
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Table 1
Reagents and volumes used in microwave-assisted digestion procedures

HCl (mL) HNO3 (mL) HF (mL) H2O2 (mL)

Procedure 1 6 2 1 1
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or calcareous reference materials when using HF range from
xtremely poor (down to 45%) to very elevated (up to 173%) depend-
ng on the element [9,12,22,24,30]. Therefore, the use of HF might
e appropriate to determine certain elements and prove to be inac-
eptable when considering others. In the case of an environmental
ultielemental study, the digestion procedure used should repre-

ent the best compromise for a range of elements in terms of result
eliability and measured concentrations. To verify whether the use
f HF for calcareous soil digestion in environmental multielemental
tudies is appropriate or could cause under- or over-estimation
f certain element concentrations, reference materials with high
aCO3 content (>10%) are digested and recoveries calculated.

The purpose of this study was to compare total microwave-
ssisted digestion procedures using various mixtures of these four
eagents for the determination of total trace (Cd, Co, Cr, Cu, Mn, Pb
nd Zn) and major (Al and Fe) element concentrations. The main
im consisted in testing the procedures using a certified reference
aterial (CRM) and natural soil samples and suggesting the most

ppropriate procedure(s) for calcareous soils depending on the
lement considered, in terms of data quality, digestion efficiency,
nstrumentation protection and operator safety. A secondary aim
nvolved digestions of calcareous vineyard soils in an environmen-
al monitoring perspective.

. Experimental

.1. Samples

Five mollisol (sub-order rendoll, commonly known as Rendzina
r Rendosol) soil samples were collected in a Champagne vine-
ard plot at Mailly-Champagne, 15 km SE of Reims, eastern France
Fig. 1). Soils were developed on Mesozoic chalk. The samples were
et-sieved to less than 2 mm in a plastic sieve to avoid contami-
ation and ground to a fine powder using agate pestle and mortar.
he soils showed alkaline pH (mean 7.9; 7.7–8.0), high organic car-
on (mean 5.6%; 4.0–7.7%; NF ISO 14235) and CaCO3 content (mean
4.9%; 10.0–20.8%; NF ISO 10693).

To validate the digestion procedures, a CRM 141R supplied by the
ommunity Bureau of Reference of the European Community was
hosen. This calcareous loam soil displays a CaCO3 content (20.8%)
imilar to that of the five sampled soils. CRM 141R is certified for
otal element concentrations [31]. Contents and uncertainty values
re reported within the results.
.2. Reagents

The reagents used (36% HCl, 69% HNO3, 30% H2O2 and 48% HF)
ere all of analytical grade (Prolabo, VWR International, France).

t
p
c
h
m

Fig. 1. Location of (a) the Champagne wine-producing regio
rocedure 2 6 2 – 2
rocedure 3 6 2 2 –
rocedure 4 7.5 2.5 – –

hese reagents are commonly used in environmental studies. HCl
nd HNO3 dissolve carbonates [5], H2O2 or HNO3 oxidise organic
atter [5], and HF breaks down the aluminosilicate phases [4,7].

hey were chosen in accordance with previously used methods
5,8,9,32] and the microwave manufacturer (Milestone, USA) rec-
mmendations [33]. Distilled water was purified using a Milli-Q
ater purification system (Millipore, USA) to achieve a conductivity
f 0.054 �S.

.3. Microwave-assisted digestion procedures

Microwave PTFE vessels were cleaned before each digestion
sing 10 mL 69% HNO3 heated for 15 min at 180 ◦C (800 W) and then
insed with ultrapure water. PTFE evaporation vials were cleaned
vernight with 4 mL 69% HNO3 at 100 ◦C on a hot plate and then
insed with ultrapure water.

Samples were accurately weighted to approximately 0.3 g
irectly in microwave vessels. They were subjected to four different
igestion procedures using various acid combinations and volumes
ut keeping the same solid sample—reagent volume ratio (0.3 mg to
0 mL; Table 1). Relative volumes of each reagent were derived from
he Aqua regia digestion procedure. For the first three procedures,
3:1 HCl–HNO3 ratio was kept, with the remaining volume being
ade up with either HF, H2O2 or both reagents. Procedures 1 and
required a pre-oxidation step using H2O2 to take place overnight
efore the actual microwave-assisted digestion. Procedure 4 cor-
esponded to an Aqua regia digestion. The digestion program itself
onsisted in a 10-min gradual increase in temperature to 200 ◦C, a
5-min step at 200 ◦C (1000 W; 106 Pa) and then a ventilated cooling
tage. This program was chosen in agreement with manufacturer
ecommendations and earlier studies on microwave-assisted diges-
ion optimisation [9,33,34].

After cooling to room temperature, all the digests from the four
rocedures were filtered through a 0.45-�m PTFE minisart SRP fil-

er (Sartorius, Vivascience, Germany) and then evaporated on a hot
late set at 60 ◦C. Evaporation was a necessary step since acid con-
entrations would have been too high for the ICP-AES and would
ave required dilutions to take place to such an extent that trace ele-
ent could not have been detected. Care was taken to avoid burning

n in France and (b) Mailly-Champagne, SE of Reims.
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Table 2
ICP-AES operating parameters

Parameter (unit) Value

RF power (W) 1150
Plasma flow (L min−1) 14
Auxiliary flow (L min−1) 0.5
Nebulizer model Cross-flow
Nebulizer flow (PSI) 28.0
Sample flow (mL min−1) 1.85
Rinse delay (s) 40
Read delay per replicate (s) 60
Number of replicates 3
Measurement processing mode Area

Wavelengths (nm)
Al 237.312–308.215
Cd 214.438–226.502
Co 228.616–237.862
Cr 267.716–283.563
Cu 224.700–324.754
Fe 238.204–259.940
Mn 257.610–260.569

V

o
3
5
t
s

2

C
e
p
T
t

t
s
p
1
o
T
f
o
t
c

l
F

3

3

c
p
i
2
5
w
S
l
b
u
a

3

n
n
e
(
T
p
m

r
f
t
c
s

A
c
o
p
o
c

T
L

P
P
P
P

T
C

P
P
P
P

Pb 220.353
Zn 206.200–213.856

alues in bold indicate wavelengths chosen.

f the evaporation residues. Residues were dissolved into a 0.9 mL
6% HCl and 0.3 mL 69% HNO3 solution. Solutions were diluted to
0 mL with ultrapure water, resulting in HCl and HNO3 concentra-
ions of 0.58 mol L−1 and 0.14 mol L−1, respectively. Solutions were
tored in polyethylene vials at 4 ◦C until analysis.

.4. Instrumentation

A pressurised closed-vessel microwave system (Ethos Touch
ontrol, Milestone, USA) was used to digest the samples. It is
quipped with a 10-position rotor (SK 10 T) and self-regulates its
ower to reach and maintain specified pressure and temperature.
his last parameter was controlled by a sensor placed into one of
he vessels.

Sample solutions were then analysed by ICP-AES (Iris Advan-
age, Thermo Jarrell Ash Corp., USA). A 100 mg L−1 multielement
tandard solution (Plasma Cal, SCP Science, Canada) was diluted to
roduce five calibration solutions containing 0 mg L−1, 0.5 mg L−1,
mg L−1, 2 mg L−1 and 3 mg L−1 of elements, respectively. ICP-AES
perating conditions and measured wavelengths are presented in

able 2. Three measurements were made at two wavelengths, apart
or Pb. If one wavelength was affected by interferences, only the
ther one was considered and element concentration was given as
he mean concentrations of three measurements (Cd, Co, Cu). In the
ase of both wavelengths being chosen, concentration was calcu-

o
c
P
e
t

able 3
imits of detection and quantitation (LOD/LOQ; �g L−1) for the 4 procedures after ICP-AES

Cd Co Cr

rocedure 1: HCl–HNO3–H2O2–HF 0.5/2 2/6 30/99
rocedure 2: HCl–HNO3–H2O2 1/3 2/7 25/84
rocedure 3: HCl–HNO3–HF 1/3 1/4 24/81
rocedure 4: HCl–HNO3 1/3 2/8 26/85

able 4
hemical and analytical repeatability (�/mean; R.S.D., %) obtained from a natural soil sam

Al Cd Co

rocedure 1: HCl–HNO3–H2O2–HF 4.6 1.2 0.3
rocedure 2: HCl–HNO3–H2O2 3.0 1.2 0.9
rocedure 3: HCl–HNO3–HF 29.7 2.0 5.4
rocedure 4: HCl–HNO3 4.3 5.8 4.0
7 (2008) 282–288

ated as the mean of the two results (i.e. six measurements; Al, Cr,
e, Mn, Zn).

. Results and discussion

.1. Detection and quantitation limits

Limits of detection (LOD) and limits of quantitation (LOQ) were
alculated, over 10 measurements of the chemical blank from each
rocedure, as 3� and 10�, respectively [35]. Values are presented

n Table 3. LODs ranged from 0.5 �g L−1 to 30 �g L−1 and LOQs from
�g L−1 to 99 �g L−1, apart for Al with LOD and LOQ values of
9 �g L−1 and 195 �g L−1, respectively. Both LOD and LOQ values
ere low and comparable with those calculated by Sandroni and

mith [9], who also used ICP-AES. However, Sandroni and Smith [9]
imits were lower since they based their calculations on analytical
lanks instead of chemical blanks in our study. Chemical blanks,
nlike analytical blanks, are subjected to digestion procedures and
re, thus, expected to provide higher LOD and LOD values.

.2. Procedure repeatability

The term repeatability is generally used to quantify the close-
ess of the results obtained under the same conditions [36]. A
atural soil sample was digested and analysed in triplicates for
ach procedure in order to calculate the relative standard deviation
R.S.D.) and therefore, the chemical and analytical repeatabilities.
he deliberate choice of a natural sample corresponded to the worst
ossible conditions since it is less homogeneous than reference
aterials and could provide higher R.S.D. values.
In most cases, R.S.D. values were lower than 5% (Table 4). Some

anged from 7% to 13% (Cu and Pb following Procedures 1 and 3; Fe
ollowing Procedure 3). All these values were extremely satisfac-
ory to very acceptable since they concerned triplicates of a natural
omplex matrix sample [36]. Moreover, they compared well with
imilar studies [4,5,9].

On the other hand, Procedure 3 gave very high R.S.D. value for
l (29.7%; Table 4) which was probably due to the very low Al con-
entration as a result of Al–F complex formation and/or inclusion
f unknown amounts of Al in Ca–F complexes [9,12]. These com-
lexes and the elements they contained could have been filtered
ut at the end of the procedure. High R.S.D. for Pb following Pro-
edure 4 (48.3%) could be explained by an external contamination

f one of the triplicates. Lead concentration for this sample was
alculated as the mean of the other two triplicates. This value for
b following Procedure 4 was used in the rest of the study. Other
lement concentrations for this natural sample were calculated as
he mean of the triplicates ± S.D.

analysis

Cu Pb Zn Mn Al Fe

4/14 10/33 2/8 1/2 25/83 7/24
5/15 9/29 3/10 1/2 48/160 2/5
3/9 8/26 3/9 1/2 42/141 1/5
3/10 7/24 4/12 1/2 59/195 2/5

ple triplicate

Cr Cu Fe Mn Pb Zn

1.6 12.6 1.3 0.7 7.3 1.0
0.7 4.6 4.2 1.5 3.8 0.7
1.8 8.3 9.1 1.5 9.2 2.1
1.4 3.5 6.1 3.1 48.3 3.4
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.3. Procedure recovery

CRM 141R concentrations obtained after the four digestion pro-
edures were compared to the BCR certified total contents (Table 5).
hese certified concentrations were obtained following different
igestion procedures on open hot plate systems, generally involving
he use of HNO3–HF–HClO4 and sometimes H2O2, H2SO4 or H3BO3
31]. Solutions were analysed using various analytical techniques.

Recoveries were calculated as [(measured value/certified total
alue) × 100]. Most results showed good agreement between mea-
ured and certified total concentrations with values ranging from
9% to 111% (Table 5). These recoveries agreed with similar studies
here CRM 141R [5,8,22] and other certified calcareous materials

7,11,34,37] were digested using various digestion procedures.
A review of the available literature showed that calcareous soil

igestion using HF often resulted in inacceptably elevated or low
ecoveries depending on the element. In our study, Cd and Co were
elatively overestimated following procedures using HF (116% for
d following Procedure 3, 124% and 140% for Co following Proce-
ures 1 and 3, respectively). Adamo et al. [22] also found elevated
ecoveries of Cd and Co (147% and 115%, respectively) in CRM 141R
igested with HF. Elevated recoveries of Co were probably due to

nterferences on Co wavelength 228.616 nm when HF was used.
n other studies, digestion of CRM 141R using HF led to elevated
ecoveries of Cu, Ni and Pb of 139%, 144% and 173%, respectively
22,24,30]. Moreover, digestion of other calcareous reference mate-
ials using HF also resulted in inacceptably elevated recoveries of
d, Cr, Cu, Mg and Ni of 118%, 118%, 126%, 133% and 129%, respec-
ively [9,12].

On the other hand, Al recoveries were very poor in presence of
F (<5% following Procedures 1 and 3; Table 5) due to the forma-

ion of Al–F complexes and/or inclusion of Al in Ca–F complexes
9,12]. Other studies showed that digestion of CRM 141R using HF
ed to recoveries of Cd, Cr and Mn of 78%, 77% and 74%, respectively
22,24]. Digestion of other calcareous reference materials using HF
lso resulted in inappropriately low recoveries of Cr, Mg and Fe
f 61, 45% and 56%, respectively [9,12]. Perchloric acid (HClO4) or
3BO3 could be added to prevent complex formation [4,7,8,37]. In
ur study, recoveries of all the other elements following procedures
sing HF proved that use of HClO4 or H3BO3 was not indispensable,
s stated by other authors [9,34].

In absence of HF, Fe was slightly overestimated (114% following
rocedure 2). On the other hand, Al, Cr and Pb showed low recover-
es indicating that digestions for these elements were incomplete

hen no HF was added. Chromium and Pb showed recoveries rang-
ng from 82% to 87%. Other calcareous reference materials showed
imilar recoveries (e.g., Pb recovery of 84% for CRM 320) when
igested without HF [13,21]. Aluminium was a more problematic
lement with largely insufficient recoveries (72% and 63%, respec-
ively).

Moreover, in the literature, calcareous soil digestion without
F produced better results than procedures using HF, with recov-
ries generally ranging from 80% to 114% and from 45% to 173%,
espectively, depending on the reference material and the element
5,8,13,21]. In comparison, recoveries from our study were satisfy-
ng for Cd, Cr, Cu, Fe, Mn, Pb and Zn, with ranges from 82% to 116%
ndependently of the procedure used (Table 5).

To summarize, recoveries from Procedures 1 and 3 and litera-
ure review showed that HF should not be added when digesting
alcareous soil to avoid complex formation and interferences

4,7–9,12,22,24,30,37]. Therefore, Procedures 2 and 4, showing
imilar recoveries, provided the best results for multielemental
etermination.

On the other hand, studies on non-calcareous materials showed
ecoveries ranging from 85% to 118% when HF was used and from Ta
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0% to 119% without HF [4,5,8,13,29]. These values indicated that
on-calcareous materials could be digested with or without the
se of HF providing suitable results for a wide range of elements.
ecoveries derived from calcareous and non-calcareous materials
mphasized the issues associated specifically to digestion of the
ormers.

.4. Procedure comparison for natural soil samples

The four procedures were tested using five natural soil samples
rom the studied vineyard plot as their matrix differed from that of
eference materials. This could result in different matrix effects or
nalytical interferences.
The main difference could again be made between procedures
sing HF or not (Fig. 2). Those using HF (Procedures 1 and 3) showed,

n general, higher concentrations which could be correlated to more
omplete digestion of environmental samples by adding HF or to
nterferences during spectrochemical analysis. This was particu-

a

e
P
r

Fig. 2. Comparison of trace and major element concentrations in calcareous soils (A
7 (2008) 282–288

arly the case for Cd, Co, Cr, Pb, and to a lesser extent Zn and Mn
Fig. 2). Hydrofluoric acid had a strong influence on microwave-
ssisted digestion since it breaks down silicates and enhanced
esults [4,5,7,34]. Its use could, however, also result in interferences
ith a range of elements [9,12,22,24,30].

In the case of Al, the use of HF and subsequent formation of F
omplexes caused Al to be nearly undetectable in natural samples
Procedures 1 and 3; Fig. 2a). However, results from Procedures 2
nd 4 should be considered with caution since digestions were pos-
ibly incomplete (i.e. Al present in aluminosilicates not destructed
n HF absence).

Results for Cu were not as marked, all procedures giving simi-
ar results (Fig. 2e). This leaves a wide choice of procedures when

iming at measuring Cu.

Procedure 2 gave the highest Fe concentrations (Fig. 2f). How-
ver, recoveries have shown an overestimation of Fe following
rocedure 2 (Table 5). Procedures 1 and 3, which showed acceptable
ecoveries, gave the best results due to silicate destruction by HF.

–I) given by four microwave-assisted digestion procedures (Procedures 1–4).
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Table 6
Total soil trace element concentrations in a vineyard calcareous plot and French
threshold values

Element values Mean concentration ± standard
deviationa (mg kg−1)

French thresholdb

(mg kg−1)

Cd 3.65 ± 0.39 2
Cr 67 ± 2 100
Cu 278 ± 35 100
Pb 143 ± 43 100
Z
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n 400 ± 55 300

a Calculated as mean (±standard deviation) of data obtained in vineyard soil sam-
les with Procedure 4 (HCl–HNO3; n = 5).
b AFNOR [39].

Overall, Procedures 1 and 3 gave similar results though higher
or Procedure 3 (e.g., Cd, Cr, Co; Fig. 2). This was probably due to
ifferent volumes of HF being used, 1 mL and 2 mL for Procedures 1
nd 3, respectively. Two millilitres were still an acceptable volume
hen considering instrumentation protection [9].

Depending on the elements to be studied, procedures should be
hosen considering both the recoveries for the reference material
nd the results from natural samples. In the case of multielemental
nvironmental study, the procedures using HF should be avoided
ue to overestimation of certain elements and severe underesti-
ation of Al following complex formation. Only slight differences

ould be found between results from Procedures 2 and 4 (Fig. 2).
hus, adding H2O2 seems useless as previously mentioned by San-
roni et al. [12]. Nitric acid was totally capable of breaking down all
rganic matter present in the samples (<10% in our samples; [5]). In
his case, Procedure 4 (Aqua regia, HCl–HNO3) appeared the most
uitable procedure for calcareous soil digestion.

.5. Trace element concentrations for a vineyard plot

Overall trace element concentrations were calculated for the
ineyard plot as the mean ± S.D. (n = 5) of concentrations from
rocedure 4 (Table 6). Concentrations were elevated when com-
ared to the world average trace element concentrations in
on-contaminated surface soils (20 mg kg−1 Cu, 29 mg kg−1 Pb and
4 mg kg−1 Zn; [38]). Moreover, they overall displayed concentra-
ions exceeding French quality guideline values (Table 6; [39]),
hich are used as thresholds for metal concentrations above which

oils are unsuitable for sewage sludge application and, therefore,
onsidered to be contaminated.

Trace multielemental contamination derived from combined
rban waste application and yearly copper-based fungicide treat-
ents (i.e. Bordeaux mixture Ca(OH)2 + CuSO4) to prevent mildew.
rban wastes were applied in our studied plot before planting in
986 to improve soil stability since Champagne vineyard soils are
usceptible to erosion. As it was a major source of trace element
ontamination, urban waste applications have been prohibited
ince 1993 [3,6]. Total soil concentrations were comparable to those
ound in other wine-growing regions [16,19], except for Brazilian
ineyard soils with very high contents (up to 3216 mg kg−1 Cu;
28]).

Elevated concentrations of certain trace elements, when mobile,
an cause great environmental concern by accumulating in and
ontaminating soils, vegetation, fauna or surface and groundwater
3,6,38]. Therefore, trace element partitioning will be investigated
n order to determine their mobility and their environmental
mpact.
. Conclusion

Total trace (Cd, Co, Cr, Cu, Mn, Pb and Zn) and major (Al and
e) element concentrations in calcareous soils were determined

[

[
[
[
[

7 (2008) 282–288 287

sing microwave-assisted digestion procedures and ICP-AES ana-
ysis. Four different digestion procedures using various HCl, HNO3,

2O2 and HF combinations and volumes were tested.
Repeatabilities were extremely satisfactory (<5%) or very

cceptable (7–13%). Most recoveries for CRM 141R ranged from 82%
o 116%, except for Al (<5% with HF due to complex formation; <75%
ithout HF due to incomplete digestion) and Co with HF (124–140%
ue to analytical interferences). However, digestion procedures for
calcareous reference material gave overall better recoveries with-
ut the use of HF. This was further confirmed by a literature review
5,8,13,21] and results derived from natural calcareous soil samples.
alcareous soil specificity with regards to HF resulted in question-

ng the appropriateness of HF use for calcareous material digestion,
espite the many procedures found in the literature which are still
ften using it. Consequently, HF should be avoided in multielemen-
al studies when digesting calcareous materials as it resulted in
verestimation or underestimation of certain elements.

Procedure 4 (Aqua regia, HCl–HNO3) gave the best compromise
or the range of analysed elements in terms of result reliability, mea-
ured concentrations and safety considerations. It was selected for
tudies in a multielemental environmental context and, thus, will
e used for further calcareous Champagne vineyard soil investiga-
ions.
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a b s t r a c t

A biosensor for determination of oxalate concentration in urine has been developed by immobilisation
of oxalate oxidase and peroxidase on the surface of an interdigitated gold electrode. Enzyme immobili-
sation was performed using BSA and glutaraldehyde. Biamperometric measurements were made in flow
conditions both in aqueous oxalate solutions (tested concentration range between 50 �M and 10 mM)
vailable online 25 June 2008

eywords:
iamperometric
ienzymatic
iosensor

and in real urine samples (tested measuring range between 5 and 100 �M). Optimal working conditions
were examined for flow-injection analysis, and good correlation was achieved between added oxalate
quantity and the one measured by biosensor in urine matrix (R2 = 0.9983). The influence of some interfer-
ences (ascorbic acid, uric acid, paracetamol, acetylsalicylic acid) was also studied using biamperometric
measurement mode.
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. Introduction

Calcium oxalate is the main component of urinary tract stones.
asically, oxalate is a product of protein metabolism and becomes
oxic at high concentration due to production of insoluble com-
lex salts with divalent cations (mainly calcium). Determination
f oxalates in urine is important for diagnosis of many diseases
nd mostly indicates the presence of kidney stones. Many meth-
ds have been recommended for oxalate determination in clinical
aboratory analyses but some of them are time-consuming [1] (as
hromatographic and spectrophotometric) while some others need
chemically pre-treated sample [2].

Enzyme-based biosensors are user-friendly devices offering
ood analytical precision, specificity, sufficiently short response
ime and durability. Amperometric biosensors have been used rou-
inely for metabolite determination in biochemical laboratories
ince 1975.

Two enzymes catalyse oxalate degradation: oxalate decarboxy-
ase and oxalate oxidase. Bioreactions of oxalate in the presence of

xalate oxidase can be described by Eq. (1):

COOH)2 + O2
oxalate oxidase−→ 2CO2 + H2O2 (1)

∗ Corresponding author. Tel.: +385 1 4597 289; fax: +385 1 4597 260.
E-mail address: stjepan.milardovic@fkit.hr (S. Milardović).
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ccording to Eq. (1) oxalate concentration is proportional to carbon
ioxide and hydrogen peroxide concentration. Therefore, some of
reviously developed oxalate biosensors were based on pCO2 or pH
easurements [3] (pH changes proportionally with released CO2).
mperometric-based oxalate biosensors mainly determine hydro-
en peroxide concentration [4]. Some other biosensors are based
n measurements of oxygen consumption during oxalate presence
5].

Hansen et al. suggested urinary oxalate determination by
xalate oxidase immobilised on silanised glass beads and chemilu-
inescence detection of hydrogen peroxide with luminol [6].
An amperometric biosensor for oxalate determination based on

mmobilisation of oxalate oxidase in gelatine using glutaraldehyde
n top of the oxygen probe was reported by Dinçkaya and Telefoncu
7].

Reddy et al. described a biosensor for determination of human
rinary oxalates [8]. They co-immobilised oxalate oxidase in bovine
erum albumin by glutaraldehyde, between haemodialysis and
ellulose acetate membrane, to prevent some chemical and elec-
rochemical interferences.

Recently Capra et al. described an enzymatic electrode for
xalate determination with extended analytical range and better
tability [9]. Quantification of oxalic acid in urine by employ-

ng an amperometric Clarck-type electrode imprinted by spinach
issue layer was suggested by Sezgintürk and Dinçkaya [10]. Bien-
ymatic amperometric biosensor for oxalate determination was
escribed by Perez et al. [11]. Sotomayor et al. proposed bienzy-
atic optode as a detection system for oxalate determination [12],
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S. Milardović et al. / T

hile Pundir offered oxalate bienzymatic biosensor obtained by co-
mmobilisation of oxalate oxidase and peroxidase into glass beads
13].

Electrochemical determination of oxalate at pyrolytic graphite
lectrode was described by Sjukić et al. [14]. Stefan et al. described
n oxalate ion selective electrode for determination of urinary
xalate [15].

Biamperometric detection has been applied in flow-injection
nalysis because of high selectivity of measurements (low potential
mposed between electrodes) and increased sensitivity as a result
f low sample dispersion.

Biamperometry is based on detection with two identical work-
ng electrodes polarised with a small voltage difference in a solution
ontaining indicating reversible redox couple. Direct biamperomet-
ic measurements exploit one part of the redox pair while the
econd part of the redox pair is produced by chemical or bio-
hemical interaction with the analyte. The most used indicating
ystems [16], for biamperometric determination include Fe3+|Fe2+,
2|I−, Br2|Br−, VO3

−|VO2+, Ce (IV)|Ce (III) and Fe(CN)6
3−|Fe(CN)6

4−

nd lately DPPH+|DPPH and ABTS+|ABTS redox couple [17,18]. The
pplication of biamperometric detection for flow-injection analy-
is was proposed by Tougas et al. [19]. Due to high selectivity of
he method, biamperometric measurements were used for deter-

ination of various analytes as components of complex biological
amples (urine, blood) [20,21].

Application of a microelectrode with interdigitated array is an
fficient method for miniaturisation of electrochemical sensors and
iosensors because of the features such as rapid rise to steady state,
igh sensitivity and high current response.

Sanderson and Anderson explained the application of interdigi-
ated electrode (IDE) as an electrochemical detector almost 20 years
go [22].

Carbon-based interdigitated array electrodes utilised for elec-
rochemical measurements in batch mode and in flow system were
tudied by Morita et al. [23], while application of multi microelec-
rode array of eight different sizes for biological electrochemistry,
as presented by Kudera et al. [24]. Application of interdigitated

rray electrodes for determination of enzyme activity was also
escribed [25].

A detection system consisting of four pairs of thin gold interdigi-
ated electrodes and two auxiliary electrodes fixed on micro-fluidic
latform was described as a chip-based detector for rapid detection
nd quantification of nucleic acids [26]. Interdigitated ultra micro-
lectrode arrays (IDUAs) as transducers in a portable micro-fluidic
ased biosensor were designed with the aim to maximise signal-
o-noise ratio [27]. A chip with four separated parallel arrays of
ridium-made ultra microelectrodes and miniaturized flow device
or trace heavy metal measurements in water was proposed by Xie
t al. [28].

In the present paper, a two-enzyme (bienzymatic) biosensor
ased on biamperometric determination of oxalate in urine is
escribed. Oxalate oxidase enzyme immobilised on the surface of
n interdigitated electrode converted oxalate to carbon dioxide and
ydrogen peroxide according to Eq. (1).

Co-immobilised peroxidase catalysed the reaction between hex-
cyanoferrate(II) and hydrogen peroxide as indicated by Eq. (2).
exacyanoferrate(II) was a component of the buffer carrier solu-

ion.

2O2 + 2[Fe(CN)6]4− + 2H+peroxidase−→ 2H2O + 2[Fe(CN)6]3− (2)
he produced hexacyanoferrate(III) was then reduced at the inter-
igitated electrode as denoted by Eq. (3).

Fe(CN)6]3− + e− → [Fe(CN)6]4− (3)

t
c
(

77 (2008) 222–228 223

iamperometric current was proportional to hexacyanofer-
ate(III) concentration and thus also to oxalate concentration.
iamperometric measurement mode was used to avoid some
lectrochemical interferences. Optimisation of pH, flow rate, hexa-
yanoferrate(II) concentration and working potential was made to
btain good current sensitivity and to perform oxalate determina-
ion in flow-injection analysis. The influence of urine dilution on
he proper working of biosensor was also studied.

. Materials and methods

.1. Chemicals and reagents

Commercially available chemicals of the highest purity were
sed. Oxalate oxidase (from barley seedlings, lyophilised pow-
er, 0.70 units mg−1 solid), peroxidase (147 U mg−1), bovine serum
lbumin (BSA), glutaraldehyde (GLA, mass fraction 25%) were
btained from Sigma–Aldrich (USA). Potassium hexacyanofer-
ate(III) trihydrate, potassium hexacyanoferrate(II), succinic acid,
xalic acid dihydrate, hydrochloric acid, potassium chloride, disodi-
mmethylenediamintetraacetic acid dihydrate, L (+) ascorbic acid,
ric acid and ethanol (96%) were from Kemika, Croatia. Paraceta-
ol (from a Panadol pill) and acetylsalicylic acid (from an aspirin

ill) were from Glaxo SmithKline, Croatia.
Deionised water was purified using a Milipore-MilliQ system.

.2. Electrode preparation

Interdigitated electrode (IDE) IME 1525.3 FD Au P (ABTCH, Rich-
ond, USA) was employed as a supporting electrode.
Prior to measurement, the interdigitated electrodes were

leaned and preconditioned according to manufacturer’s recom-
endations. The conditioning was made in 0.8 M sulphuric acid

y 3-fold cycling in the potential range between 600 and 1000 mV
sing 50 mV s−1 scan rate. The preconditioning was repeated for
ach part of the IDE pair using Hg2Cl2|3 M KCl as a reference elec-
rode, and a disc glassy carbon electrode as an auxiliary electrode.

Oxalate oxidase and peroxidase were co-immobilised by
lutaraldehyde-bovine serum albumin cross-linking procedure on
op of the gold interdigitated electrode array. Two-enzyme layer
as prepared by mixing 0.3 mg oxalate oxidase and 0.3 mg per-

xidase into 20 �L 10% bovine serum albumin solution (BSA
M(BSA)) = 45,000 g mol−1; solution prepared by dissolving 100 mg
SA in 1 mL of succinic buffer, pH 3.6). The solution was
omogenised for 30 min. After 30 min, the albumin–enzyme solu-
ion was well mixed with 10 �L 5% glutaraldehyde and finally
�L of this mixture were deposited by micropipette on top of IDE
nd left to dry. Thus, prepared enzyme electrode was conditioned
vernight in succinic buffer solution (pH 3.8) at 7 ◦C.

.3. Urine samples

The urine samples were taken daily.
Biosensor testing was performed by recovery test (amount

dded vs. amount found) based on addition of the known concen-
ration of oxalic acid to urine samples with very low natural oxalate
ontent (after dilution, c(oxalate) < 1 �M).

.4. Apparatus
Electrochemical measurements were carried out on the Poten-
iostat 273 A (Princeton Applied Research, USA) connected to the
omputer for data collection and analysis. Interdigitated electrode
IDE) IME 1525.3 FD Au P (ABTCH, Richmond, USA) was coated
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ig. 1. Schematic presentation of optimized FIA device used for oxalate determinatio
etector, W—waste.

y co-immobilised enzyme layer. The electrode is a microlito-
raphically fabricated sensor chip consisting of two separated
orking gold electrode arrays on the chip (6.4 mm × 5.5 mm, digit

ength (Wa) = 2.985 mm, digit width (Wg) = 15 �m, interdigit space
W) = 15 �m and the number of digit pairs = 25). For current–time

easurements, a pair of interdigitated electrodes fixed in a flow-
hrough measurement cell was used. Transportation of the carrier
olution in FIA mode (Fig. 1) was made by double tubing peristaltic
ump. Sample injection into carrier stream was done by a syringe
sing injector valve Rheodyne Model 7125 and sample loops of
0 �L and 100 �L. Knitted coil reactor was made using a Teflon tube
1 mm in diameter, 60 cm long).

Homogenisation of enzyme–BSA layer was done using ultra-
onic mixer Transsonic 460/H, Elma, Germany, pH electrode
Blueline 17 pH, pH 0–14/−5 100 ◦C/3 M KCl, SCHOTT, Germany)
nd pH-meter MA 574O, Iskra, Slovenia.
. Results and discussion

Fig. 2a shows I–E curves characteristic for
Fe(CN)6]4−|[Fe(CN)6]3− redox pair determined in a classic elec-
rochemical cell (batch mode) using the interdigitated electrode in

ig. 2. (a) Biamperometric response of interdigitated electrode in the succinic buffer
olution containing only [Fe(CN)6]4− (curve 0) and after successive addition of
Fe(CN)6]3− (curves 1–4) to the measurement cell. The scan rate used was 10 m V s−1.
b) Calibration graph of hexacyanoferrate(III). Experimental conditions were the
ame as in (a).
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the scheme of applied flow measuring cell. MC—mixing coil, ECD—electrochemical

iamperometric measurement mode. 1 mL 20 mM K4[Fe(CN)6] was
dded to succinic buffer solution (8 mL 200 mM, pH 3.6) containing
0 mM EDTA and the curve designated as 0 was recorded. Curves
–4 were recorded after successive addition of 100 �L 10 mM
3[Fe(CN)6]. According to Fig. 2a, there was insignificant current
esponse due to existence of only K4[Fe(CN)6] in the solution.
he addition of K3[Fe(CN)6] resulted in linear current response
onfirming that biamperometric response depends linearly on
he concentration of K3[Fe(CN)6], i.e. the response is proportional
o that part of redox pair that is present in the solution at lower
oncentration. Fig. 2b represents calibration curve derived from
ig. 2a for potential of 100 mV. Five-point curve can be described
ith the following equation:

I = (0.0934 ± 0.043) �A + (7.183 ± 0.165) �A mM−1

·c(K3[Fe(CN)6])mM; R2 = 0.9992.

t is also notable that potential changes to higher values are followed
y higher current response; however, at potentials higher than
00 mV, the difference in current response is negligible. According
o Eq. (1), [Fe(CN)6]3− concentration is proportional to oxalate con-
entration, confirming that IDE is suitable as a supporting electrode
or oxalate biosensor construction.

.1. Optimisation of the measuring system

It is well known that physiological concentration of oxalate is
n the range between 50 and 2000 �M. Furthermore, many dif-
erent species, contained in urine, strongly affect oxalate oxidase
nd therefore samples must be diluted to almost 20-fold, or even
igher to avoid denaturation of the enzyme by constituents of urine
atrix [6]. After dilution, oxalate concentrations in samples are in

he range between 2.5 and 100 �M. In the case of flow-injection
nalysis, retention time of sample in the biosensor measuring cell is
hort, which also decreases the current response. Very low enzyme
oxalate oxidase) activity (production of hydrogen peroxide in small
uantity per enzyme mass) causes further decrease of the cur-
ent response. Thus, optimisation of the measurement system is
equired to obtain sufficient sensitivity of the developed biosensor.

.1.1. Optimisation of potassium hexacyanoferrate(II)

oncentration

Optimal hexacyanoferrate(II) concentration was determined by
njection 10 �L of 2 mM oxalate into the carrier stream containing
uccinic buffer pH 3.6. The applied potential difference to biosensor
as 100 mV and the flow rate of 1.28 mL min−1 was used. Optimisa-
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Fig. 3. Biosensor current response is shown as a function of potassium hexacyano-
ferrate(II) concentration. The applied potential was 100 m V, flow rate 1.28 mL min−1,
o
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Fig. 5. (a) Influence of flow rates to oxalate biosensor response. Experimental con-
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xalate concentration 2 mM, injection volume 10 �L, carrier solution containing suc-
inic buffer pH 3.6. The squares represent background current; the circles represent
iosensor current peaks. The tested potassium hexacyanoferrate(II) concentration
as in the range from 0.5 to 20 mM.

ion was done using biamperometric flow-injection analysis set-up
Fig. 1). The tested potassium hexacyanoferrate(II) concentrations
ere in the range from 0.5 to 20 mM.

The gradual increase in biosensor response was evident in the
oncentration range between 0.5 and 10 mM. Increasing concentra-
ion, of potassium hexacyanoferrate(II) above 10 mM (circle) cannot
nhance current response (Fig. 3). Therefore, all subsequent exper-
ments were done using 10 mM potassium hexacyanoferrate(II)
oncentration. The same gradual increase in background current
squares) was expected because concentrated potassium hexa-
yanoferrate(II) solutions contain an increased level of potassium
exacyanoferrate(III) produced by oxidation from air oxygen.

.1.2. Optimisation of pH
Biosensor response obtained in succinic buffer solution with
ifferent pH values is shown in Fig. 4. Measurement condi-
ions: working potential 100 mV, flow rate 1.28 mL min−1, 10 mM
4[Fe(CN)6], oxalate concentration 2 mM, injected volume 10 �L.
he tested pH values were in the range from 3.07 to 5.61.

ig. 4. pH influence on oxalate biosensor response. The squares represent back-
round current, the circles represent biosensor current peaks.
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itions: working potential 100 m V, carrier solution (0.1 M succinic buffer pH 3.6 and
0 mM K4[Fe(CN)6], injection volume 10 �L, oxalate concentration 2 mM. (b) Peak
urrents (circles) and background currents (squares) determined in Fig. 5a were
sed.

The current peak height–pH graph shows the highest value at pH
.6 and linear decrease at increased pH values (circles). Background
urrent (squares) decreases linearly with increasing pH because
edox air oxygen potential lowers by 59 m V pH−1 reducing the pro-
uction of [Fe(CN)6]3−. Background current becomes negligible at
H 7. Despite the fact that the background current has no influence
n the proper working of a developed biosensor, it can be strongly
educed by simple buffer deoxygenation.

According to literature, optimum pH for peroxidase is in the
ange between pH 6 and 6.5 and for oxalate oxidase between 3.8
nd 4. The highest biosensor response is close to the pH optimum
f oxalate oxidase indicating that the produced hydrogen perox-
de concentration is low due to low oxalate oxidase activity, and
ecomes a limiting reagent for further enzymatic reactions with
eroxidase. To obtain the highest biosensor response, the pH values
f tested urine samples were adjusted to a value compatible with
he pH maximum of the immobilised enzymes (pH 3.6). Peroxidase
as co-immobilised onto the electrode due to signal amplification
ecause of great sensitivity to H2O2 [29], even at very small concen-
ration. Activity of peroxidase is reduced in acidic medium and thus
he applied activity of the used peroxidase enzymes was increased
2.94 U/electrode) than the activity of the utilised oxalate oxi-
ase (0.014 U/electrode). Amounts of immobilised enzymes were
elected according to enzymatic assay solution for oxalate deter-
ination (Sigma, USA) [31].
Succinic buffer and EDTA were used as the oxalate oxidase acti-

ators, based on the literature overview of biosensor applications
9]. Concentration of the used cross-linker was previously opti-

ised [30].

.1.3. Flow rate optimisation
The optimum flow rate was determined by injection of 10 �L

mM oxalate into the carrier stream containing succinic buffer
0.1 M) pH 3.6 and 10 mM K4[Fe(CN)6]. The working potential
mposed to electrode was 100 mV and the tested flow rates ranged
etween 3.14 and 0.77 mL min−1 (Fig. 5a).

It is evident (Fig. 5b) that there was no influence of the flow

ate on the background current (squares). However, the biosen-
or response rose as the flow rate decreased (circles). Increase of
eak current at lower flow rate was the result of extended reac-
ion time between biosensor enzymes and oxalate. A flow rate
f 1.24 mL min−1 was chosen for further experiments because it
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Fig. 6. (a) Current sensitivity of oxalate biosensor as a function of working poten-
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by concentrated HCl. Before preparation of urine–oxalate solutions,
urine was 5-fold diluted by succinic buffer pH 3.8. A serial of oxalate
urine solutions in the range 20–400 �M were prepared by sequen-
tial dilution of 0.1 M oxalate stock solution using 5-fold diluted
urine. All prepared solutions were injected into the FIA system

Table 1
Influence of urine dilution on biosensor response

Dilution factor Is(urine)/Is(buffer) (%)

4 63.2
8 86.0
ials. Experimental conditions: carrier solution (0.1 M succinic buffer pH 3.6 and
0 mM K4[Fe(CN)6], injection volume 10 �L, oxalate concentration 2 mM, flow rate
.24 mL min−1. Squares—background current, circles—peak current. Tested potential
ange: 20–180 m V.

ffers sufficient current sensitivity and yields analytically accept-
ble response time (20 analyses per hour).

.1.4. Optimisation of the working potential
The optimal working potential was determined by injection of

0 �L 2 mM oxalate into the carrier stream containing succinic
uffer (0.1 M, pH 3.6) and 10 mM K4[Fe(CN)6]. The tested working
otentials were in the range between 20 and 180 mV and the used
ow rate was 1.24 mL min−1.

As evident in Fig. 6a and b, the increase in potential was followed
y a gradual increase in current response (circles). At the potentials
igher than 100 mV, further current increase was insignificant and
he potential of 100 mV was chosen for further experiments. The
ackground current (squares) should show linear rise with poten-
ial according to the Ohm’s law, but changes in the carrier solution
esistance ([Fe(CN)6]3− concentration rises with time) cause some
eviation from linearity.

.1.5. Biosensor calibration
After optimisation of various parameters, as described above,

he biosensor was used for FIA calibration. Oxalate standards were
repared by serial dilution of a 0.1 M stock solution using suc-
inic buffer pH 3.6. The testing range of oxalate concentration was
etween 25 �M and 10 mM.

A series of standard oxalate solutions were injected in triplicates,
s shown in Fig. 7a.

The biosensor showed linearity in the range between 50 �M
nd 10 mM with injection volume of 10 �L. Such small volume of
njected substrate caused enzyme saturation at high oxalate con-
entration, while very small current response was obvious in the
rine oxalate range (10–200 �M). Fig. 7b shows the nine-point cal-

bration curve derived from Fig. 7a, and it is represented with the
ollowing equation:

�I = (−2.521 ± 1.156) nA + (0.019 ± 3.027 · 10−4) nA �M−1
·c(oxalate) �M; R2 = 0.9992

o obtain the higher current response in the range between 10 and
00 �M, the injection volume of 100 �L was used. Eight-point cali-

2

E
c
s

ig. 7. (a) Diagram of oxalate biosensor obtained under optimised conditions. (b)
epresents calibration graph based on data from (a).

ration, made with sample loop of 100 �L, is denoted by equation:

�I = (0.653 ± 0.425) nA + (0.129 ± 0.005) nA �M−1

·c(oxalate) �M−1; R2 = 0.9960

.1.6. Influence of urine dilution
Achieving good linearity for aqueous standards did not improve

he practical application of the developed biosensor for real sample
easurements. Oxalate oxidase is inhibited by the sodium salts

f chloride, phosphate, citrate and acetate which are the standard
onstituents of urine. To overcome that inhibitory influence, urine
amples should be diluted before the measurement, as previously
uggested [2,6].

The results of urine dilution on biosensor response for four dilu-
ion ratios (V(urine)/V(buffer); 1:3, 1:7, 1:11 and 1:19) are given in
able 1.

50 �M oxalate solutions were prepared with 4-, 8-, 12- and
0-fold diluted urine and succinic buffer–EDTA solution. Another
0 �M oxalate solutions were prepared using buffer–EDTA solution
ithout urine. Both of the solutions were injected into the sample

oop. The current response obtained in the solutions of diluted urine
as compared with the current response obtained from buffer solu-

ions. Only at 1:20 urine buffer ratio was the biosensor response
qual for both prepared solutions.

.1.7. Correlation of results using added-found method
Urine samples were taken daily fresh and were not preserved
10 89.0
0 99.8

xperimental conditions: working potential 100 m V, flow rate 1.24 mL min−1,
(K4[Fe(CN)6]) = 10 mM, sample loop 100 �L, c(oxalate) = 50 �M, succinic buffer
olution pH 3.6 containing 50 mM EDTA.
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Table 2
Comparison of the oxalate concentration analytically prepared in urine and determined by the biosensor using buffer oxalate standards

c(sample, added, �M) c(sample, found, �M) c(oxalate in cell, added, �M) c(oxalate in cell, found, �M)

20 14.20 ± 2.40 5 3.55 ± 0.60
40 36.10 ± 0.75 10 9.02 ± 0.19
60 64.16 ± 1.51 15 16.04 ± 0.38
80 79.60 ± 5.24 20 19.90 ± 1.31

100 94.92 ± 4.49 25 23.73 ± 1.12
150 150.10 ± 2.99 37.5 37.52 ± 0.75
200 185.64 ± 3.74 50 46.40 ± 0.94
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00 384.51 ± 2.99

olumn 1—analytically prepared oxalate samples using 5-fold diluted urine, column
n the measurement cell after 4-fold sample dilution, column 4—oxalate concentrat

hich additionally offered 4-fold sample dilution automatically (in
otal, a 20-fold dilution).

Oxalate determination in the solution prepared by 20-fold
iluted urine is shown in diagram (Fig. 8a). Experimental conditions
ere the same as used before. Each sample was double injected.

The first two peaks indicate the biosensor response for pure,
0-fold diluted urine samples, while other peaks designate diluted
rine samples with some added oxalate. The two peaks for the same
oncentration (Fig. 8a) are actually equal in height, however the sec-
nd peak appears to be higher because of the background current
ariations.

Double curves (Fig. 8b) show the biosensor response to a series
f oxalate solutions prepared in diluted urine. The curves have
dentical slope, however some differences in intercept are evident.
urve 1 (squares) was obtained by using �I as difference between
eak current and background current for each tested concentration
y-axis) vs. oxalate urine concentration (x-axis). Curve 2 (circles)
as obtained by using �I as difference between � peak current

nd � peak current obtained in diluted urine (the sample without
dded oxalate) for all tested solutions.

The current obtained in diluted urine (first two peaks in Fig. 8a)

epresent the biosensor response for physiological urine oxalate
oncentration, therefore �I (curve 2) represents current response
or added oxalate only (circles).

ig. 8. (a) Biosensor response for real, 20-fold diluted urine samples. Tested
(oxalate) = 20–400 �M (5–100 �M in the measurement cell). Double peaks indicate
ach tested concentration. Experimental conditions: working potential 100 mV, flow
ate 1.24 mL min−1, c(K4[Fe(CN)6]) = 10 mM, sample loop 100 �L, c(oxalate) = 50 �M,
uccinic buffer solution pH 3.6 contained 50 mM EDTA. Graphs (b) for a series
f oxalate solutions prepared in the 20-fold diluted urine (squares) and the
ne obtained according to equation I(sample) = I(urine solution with added
xalate) − I(pure urine) (circles).
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100 96.12 ± 0.75

alate concentration determined by the biosensor, column 3—oxalate concentration
the measurement cell determined by the biosensor.

Physiological oxalate concentration for the used urine sample
as very low, and it was the same for each of prepared urine solu-

ions. Equations that denote the curves are as follows:

�I = (2.4358 ± 0.8406) nA + (0.1296 ± 0.0048) nA �M−1

·c(oxalate) �M; R2 = 0.9959 (squares)

�I = (−0.0642 ± 0.8406) nA + (0.1296 ± 0.0048) nA �M−1

·c(oxalate) �M; R2 = 0.9959 (circles)

Results of measurements obtained in the experiment (Fig. 8a
nd b) described above showed linear dependence between oxalate
iosensor response and oxalate concentration for prepared urine
amples.

For determination of oxalate concentration (added) for each pre-
ared oxalate–urine solution, the equation obtained by three-point
alibrating curve was used (three oxalate water standards were
njected at the end of urine oxalate sample testing). Table 2 presents
he results of concentration established by biosensor measurement
right column) and of analytically prepared concentration (added,
eft column).

Comparison of the oxalate concentration analytically pre-
ared in urine and the one determined by the biosensor using
uffer oxalate standards gave the slope equal to 1, low intercept
0.9596 �M) and the correlation coefficient of 0.9983. Correlation
raph is represented by the following equation:

c(det. by bios.) = (0.959 ± 0.765) �M + (1.007 ± 0.017)

·c(added) �M; R2 = 0.9983.

ood correlation of results over a wide range of urinary oxalate
oncentration supports the practical application of the developed
iosensor for oxalate determination in urine.

The stability of the biosensor was tested for 8 weeks on daily
asis for almost 8 h. When not in use, the measurement cell with
iosensor was filled with succinic buffer and stored at 7 ◦C. In
he testing period, the sensitivity change from 0.135 nA �M−1 to
.094 nA �M−1 signified that the half-life time of the electrode was
2 months. The detection limit calculated as LOD = 3 × standard
eviation/slope was found to be 4.76 �M in the measurement cell
orresponding to 19.04 �M in undiluted samples. To improve the
ood performance of the developed biosensor, a comparison with
wo amperometric oxalate biosensors of similar construction was
ade. The results of comparison between the developed biosensor
nd amperometric biosensors are given in Table 3. Biosensors [4],
ithout Prussian blue layer and the proposed biosensor showed

lmost the same sensitivity while biosensor [9], showed signifi-
antly lower sensitivity.
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Table 3
Comparison of the performance of the developed biosensor and other previously reported biosensors

Slope (nA mM−1) A(electrode) (cm2) Amount of immobilised enzyme (U) Sensitivity (mA M−1 cm−2) Reference

8

3

a
i
c
w
e
w
m
s
K
r
c
c
o
s
b
m
l

4

p
m
t
b
t

d
t
m
t

t
p
m

fl
o
f
a
e
t

a

A

a

R

[
[
[

[
[
[
[

[

[
[
[
[
[
[
[

[
[

[

129 0.0113 0.014
83 0.0707 0.010
88 0.0314 0.016

.1.8. Interferences
Possible interferences in urine are ascorbate, homovanilic acid,

scorbic acid, acetylsalicylic acid, uric acid and many others. Serious
nterferences were observed only for ascorbic acid while acetylsali-
ylic acid, paracetamol, and uric acid had no influence on the proper
orking of the biosensor. Interference study was done in a classic

lectrochemical cell (batch mode) using interdigitated electrode
ithout enzyme layer connected to a potentiostat in biampero-
etric measuring mode. The supporting electrolyte contained 8 mL

uccinic buffer pH 3.8, 1 mL 20 mM K4[Fe(CN)6] and 400 �L 10 mM
3[Fe(CN)6]). Addition of ascorbic acid to the measurement cell
educed biamperometric current response because ascorbic acid
an reduce K3[Fe(CN)6] to K4[Fe(CN)6]), causing significant chemi-
al interference. However, many procedures have been suggested in
rder to avoid the interference of ascorbic acid with oxalate biosen-
or response [6]. Determination of urine oxalates by the described
iosensor measurement cell together with a reference measure-
ent cell (containing only interdigitated electrode without enzyme

ayer) for elimination of interference is in progress.

. Conclusion

Results of the recovery test demonstrated the reliability of the
roposed bienzymatic electrode in biamperometric measurement
ode for urinary oxalate determination. According to literature

here is no published method related to oxalate determination
ased on biamperometric measurements by interdigitated elec-
rode.

Application of an interdigitated electrode as a two-electrode
etector makes a reference electrode unnecessary. It is well known
hat the reference electrode for continuous flow measurement

ust be constructed very carefully, otherwise the reference elec-
rode becomes the weak point of any flow-through system.

Interdigitated electrode as a planar electrode offers some addi-
ional advantages such as small size of the produced biosensor, high
recision and accuracy, small sample volume and reduced cost of
anufacturing.
The applied interdigitated electrode could be part of a micro-

uidic platform (biochip) offering a new possibility in urinary

xalate determination. Response time of 172 s (peak forming)
or the highest expected oxalate concentration (200 �M) offered
lmost 20 analyses per hour. No need for sample preparation
xcept sample dilution additionally confirmed the high value of
his method for practical application.

[

[
[

[

11.42 Developed biosensor
12.5 [4]
2.8 [9]

Interference of ascorbic acid was noticed while acetylsalicylic
nd uric acid did not interfere with the function of the biosensor.
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a b s t r a c t

The present study demonstrates improvement in sensitivity and specificity of hapten assay by using anti-
gen heterology in conjunction with low molecular weight biotin label as compared to high molecular
weight horseradish peroxidase (HRP) label. For generation of antiserum, cortisol-3-O-carboxylmethyl-
oxime-bovine serum albumin (F-3-CMO-BSA) was used as immunogen whereas, for the preparation of
primary label, corticosterone-3-carboxymethyl oxime (B-3-CMO) was coupled with biotinylcaproylhy-
drazide and HRP by employing N-hydroxysuccinimide mediated carbodiimide reaction. The data of the
present study revealed that the antigen heterologous assay which employed high molecular weight HRP
label showed 100% cross-reaction with corticosterone. On the contrary, when HRP was replaced with
low molecular weight biotin label, less than 0.1% cross-reaction was observed with all analogous C18,
C19, C21 and C27 steroids including corticosterone (0.2%). Moreover, the sensitivity of the later assay was
0.09 �g/dL, which is appreciable as compared to previously reported enzyme based assays. The recovery
of the exogenously spiked serum pools lies in the range of 90.3–104.2%. The intra-assay and inter-assay

coefficient of variation (CVs) ranged from 3.3% to 7.8% and 2.3% to 7.7%, respectively. The serum cortisol
values obtained by this method correlated well with those obtained by radioimmunoassay; r = 0.9 (n = 50).
The use of much stable biotin label in place of HRP has made the antigen heterologous enzyme linked
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. Introduction

The high affinity antigen–antibody (Ag–Ab) interaction is the
ost specific one encountered in the biological systems and thus

orms the basis for the development of sensitive and specific
mmunoassay techniques [1]. The overall objective of immunoassay
s to determine low concentration of analyte with high throughput
nd precision. It is possible to develop immunoassay for low molec-
lar weight (M.W.) compounds (haptens, M.W. <1000 Da) such as
teroids that have very subtle differences among their chemical
tructures. The specificity and sensitivity of an immunoassay for

teroids are primarily dictated by the structure of the immunogen
nd label used [2–4] along with the coupling chemistry involved
n their preparation [5]. The antibody specificity is directed pri-

arily at that portion of the hapten furthest removed from the
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f cortisol assay highly specific and sensitive.
© 2008 Elsevier B.V. All rights reserved.

unctional group linking the hapten to the carrier protein [6]. While
reparing an immunogen, direct linkage to the functional groups
r heteroatoms of hapten might lead to changes in polarity of the
roup and reduction in the number of potential sites contribut-
ng to antibody binding [7]. The use of heterologous combinations
hapten, site, bridge, etc.) results into greater sensitivity and selec-
ivity in steroidal enzyme immunoassay due to improved fitting of
teroid into antibody binding pocket and reduced bridge recogni-
ion. The influence of various heterologies (hapten, site or bridge)
n the sensitivity and specificity of steroid hormone enzyme linked
mmunosorbent assays (ELISAs) was first recognized by Weeman
nd Schuurs [8]. Hosoda et al. [9], has demonstrated increase in the
ensitivity of cortisol ELISA that uses a shorter bridge in the label
han in immunogen. Since then, this concept has been utilized in
eveloping immunoassays for many steroids [10–12]. But antigen

eterology has not been widely used as compared to bridge or site
eterology.

In an antigen heterologous chemiluminescent assay for mea-
urement of estradiol in serum, estriol/estrone (E3/E1) was used
s immobilized antigen with acridinium ester labeled estradiol
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E2) antibody and 3-fold increase in the sensitivity was observed
13]. Similarly, antigen heterologous ELISA for testosterone and
rogesterone has also been developed. In the former assay, the
ross-reaction with 5�-DHT was reduced to 6.7% [14], whereas,
atter has achieved a sensitivity of 0.11 ng/mL with very low
ross-reaction with 17�-OH-progesterone [15]. However, the influ-
nce of antigen heterology on functional parameters of cortisol
ssay has not been studied so far adopting antibody-immobilized
ormat.

The direct enzymatic, fluorescent and chemiluminescent label-
ng of steroids although has achieved excellent detection limit but
hey still have several limitations [16]. These limitations could
e avoided by using biotin–avidin/streptavidin system. This sys-
em has been extensively used for the detection of antibodies,
ibonucleic acid (RNA) and deoxy-ribonucleic acid (DNA). Very few
teroid immunoassays have been reported in literature involving
iotin–avidin/streptavidin system.

The biotin–streptavidin technology has been utilized in two
ays in competitive immunoassays for steroid measurement.

irstly, as a part of detection system wherein antibody bound
iotinylated antigen is detected through streptavidin coupled
eporter molecule [17–21] and secondly, as a separation system
herein streptavidin coated plate is used for immobilization of

iotinylated Ag/Ab [22,23].
In the present study, biotin–streptavidin technology has been

tilized as a part of detection system where biotin was cou-
led to corticosterone. The use of biotin as a primary probe

eatures the advantage of a versatile end point determination,
.e. this tracer molecule can be used in laboratories equipped

ith ELISA readers, TR-fluorometers, potentially with luminome-
ers using streptavidin labeled organic dye, lanthanide chelates
24], quantum dots [25], upconverting phosphors [26] or in con-
entional �-counting, wherein [125I] streptavidin is employed as
he secondary probe [27]. By virtue of using biotin-labeled steroid
n present competitive binding reaction of the immunoassay,
he molecular weight of analyte and the tracer molecule are of
omparable size and similar to that of 125I-labeled steroid. In con-
rast to 125I-labeled tracers, it offers the advantage of virtually
nlimited stability and their specific activity is not affected by
torage time. The difference in the nature of bonds present in
mmunogen (amide bond), and in label (hydrazide bond) reduces
he bridge recognition by the antibody. Further, label once pre-
ared can be used to develop assays in both the antigen- and
ntibody-immobilized formats [28]. Besides its several advan-
ages, biotin–streptavidin system has one limitation that it has
n additional incubation step with labeled streptavidin after the
mmunoreactions and before signal detection. Nevertheless, the
bove-mentioned features, which label acquires, outweigh this lim-
tation.

Thus, in the present work, the influence of antigen heterology
nd label type on the sensitivity and specificity of cortisol assay in
erum has been investigated.

. Experimental

.1. Reagents and chemicals

All solvents, chemicals and salts used in the present study
re of analytical grade and were used without prior purification.
ll the steroids used for the synthesis and cross-reactivity was

btained from Sterloids Inc. PO Box 689, Newport, RI 02840-0600,
SA. Bovine serum albumin (BSA), N-hydroxysuccinimide (NHS),
-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride
EDAC), Freund’s complete adjuvant (FCA), gelatin, and thimerosal
ere purchased from Sigma Chemical Company, St. Louis, MO, USA.

2

m
3

(2008) 210–216 211

treptavidin-horseradish peroxidase was procured from Bangalore
enei, Bangalore, India. Tetra-methyl-benzidine/H2O2 solution was
urchased from Arista Biochemical, USA. Microtitre plates were
rocured from Greiner, Germany.

.2. Buffers

1) The most frequently used buffer was 10 mM phosphate (10 mM
PB), pH 7.0, containing 0.9% NaCl (10 mM PBS) and 0.1%
NaN3.

2) HRP conjugate dilution buffer was 18 mM acetate buffer (18 mM
AB), pH 4.0, containing 0.1% thimerosal and dextran T-70, 0.3%
BSA.

3) Antibody dilution buffer used was 10 mM PB containing BSA
(2 g/L) and 0.01% thimerosal as preservative.

4) Microtitre well blocking and stabilizing buffer was 10 mM PB
containing 0.9% NaCl, 0.2% BSA, 0.1% gelatin, thimerosal, dex-
tran T-70, ethylene diamine tetra acetic acid:di-potassium salt
(EDTA:K salt), and 0.01% gentamicin sulphate.

.3. Norma rabbit serum (NRS)

The normal rabbit serum (NRS) was collected from non-
mmunized New Zealand white rabbits and stored in aliquots at
30 ◦C after ammonium sulphate precipitation.

.4. Preparation of corticosterone-3-CMO-biotin conjugate

Fig. 1 shows the reaction scheme for preparation of
orticosterone-3-CMO-biotin conjugate. Corticosterone-3-CMO
B-3CMO) was coupled with biotinylcaproylhydrazide by NHS-
ster method with some modification described elsewhere [29].
n brief, to 5 mg of B-3CMO, 200 �L of each, dioxan and dimethyl
ormamide was added. To this solution 100 �L of water containing
0 mg NHS and 20 mg EDAC was added; the reaction mixture
as activated for 24 h at 4 ◦C. Activated B-3-CMO solution was

dded to the solution of biotinylcaproylhydrazide (25 mg/mL of
imethyl sulphoxide), vortex-mixed and kept for 24 h at 4 ◦C.
he B-3CMO-biotinylcaproylhydrazide conjugate was dried under
he stream of nitrogen. The dried residue was extracted with 9:1

ixture of alcohol and dimethyl sulphoxide and passed through
H-20 column. The B-3CMO-biotinylcaproylhydrazide conjugate
as kept at 4 ◦C for future use.

.5. Preparation of corticosterone-3-CMO-HRP conjugate

The conjugation reaction was carried out as previously
escribed by an active ester method [29]. In brief, to 5 mg of B-3-
MO, 200 �L of each, dimethyl formamide and dioxan was added.
o this solution 100 �L of water containing 10 mg NHS and 20 mg
DAC was added; the reaction mixture was activated for 24 h at
◦C. Activated B-3-CMO solution was added to the aqueous solu-

ion of HRP (1 mg/mL) and kept at 4 ◦C for 24 h. After incubation
he reaction mixture was passed through a G-25 column, previ-
usly equilibrated with 10 mM PBS containing 0.1% thimerosal. The
rown colored fractions containing enzyme activity were pooled
nd, to it, 1% (w/v) of sucrose, ammonium sulphate, BSA and an
qual volume of ethylene glycol were added. The solution was kept
t −30 ◦C in aliquots for future use.
.6. Immunogen (F-3-CMO-BSA) preparation

Cortisol-3-CMO (F-3CMO) was coupled with BSA by NHS-ester
ethod with modification described elsewhere [29]. To 5 mg of F-

CMO, 200 �L of each, dioxan and dimethyl formamide was added.
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Fig. 1. Reaction scheme for the preparation of corticostero

o this solution 100 �L of water containing 10 mg NHS and 20 mg
DAC was added; the reaction mixture was activated for 24 h at

◦C. Activated F-3CMO solution was added to the aqueous solution
f BSA (3.3 mg/mL), vortex-mixed and kept for 24 h at 4 ◦C. The F-
CMO-BSA conjugate was dialyzed against 3–4 changes of water.
he dialysate was frozen, lyophilized and kept at 4 ◦C in aliquots of
mg for immunization.
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arboxymethyloxime-biotinylcaproyl hydrazide conjugate.

.7. Immunization
The intramuscular injections were given to New Zealand white
abbits as per method reported elsewhere [30]. F-3CMO-BSA (1 mg)
as dissolved in saline (0.5 mL) and emulsified with Freund’s

omplete adjuvant (0.5 mL). The emulsion (250 �L) was injected
ntramuscularly in the limbs of rabbits. The 5 weekly primary
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njections were given followed by the monthly booster doses.
he booster doses were given in Freund’s incomplete adjuvant
nd rabbits were bled 10 days after the booster injection of each
onth. Antiserum was collected after centrifugation at 2500 rpm

or 10 min and stored at −30 ◦C.

.8. Checkerboard assay

.8.1. Coating of microtitre plates
The 96-well microtitre plates were coated using the immuno-

ridge technique for primary antibody immobilization described
lsewhere [31]. In brief, 250 �L of the NRS diluted (1:250) in buffer
1” was dispensed into each well and incubated at 37 ◦C overnight.
ollowing incubation, the plate was washed under running tap
ater. To the NRS coated wells, 250 �L of 1:1000 diluted goat anti

abbit gamma globulin (ARGG) was added and incubated for 2 h at
7 ◦C. After incubation, the contents of the plate were decanted and
ashed under running tap water. To the ARGG coated microtitre
lates, 200 �L of appropriately diluted (1:4000) F-3-CMO-BSA anti-
erum in buffer “3” was dispensed. The plate was incubated at 37 ◦C
or 2 h. Unadsorbed antibody was then washed off and 250 �L of
uffer “4” was then added to block the unoccupied sites of the plate.
he plate was kept at 37 ◦C for 1 h. The contents were decanted and
he plate was dried at room temperature (RT) and kept at 4 ◦C for
uture use.

.8.2. Determination of optimum dilution of antibody and
iotin-steroid conjugates

To determine the amount of immobilized primary antibody
nd biotinylated steroid required to develop the assay, 100 �L of
arious dilutions (200, 100, 50, 5 ng/mL) of B-3-CMO-biotin was
dded in above coated plates (one dilution per two wells in ver-
ical fashion). The plate was kept at RT for 1 h. Unbound contents
ere washed off and 100 �L of SA-HRP was added to all the wells

nd kept at RT for 20 min. The plate was washed under tap water
o remove the unbound SA-HRP. For measuring bound enzyme
ctivity 100 �L of TMB/H2O2 substrate was added to all the wells
nd kept at RT for 15 min. The reaction was stopped by adding
00 �L of 0.5 M H2SO4 and the color intensity was measured at
50 nm in a Tecan-spectra ELISA plate reader. The dilutions of
ntiserum and B-3-CMO-biotin showing maximum zero binding
nd least non-specific binding were selected for assay develop-
ent.

.9. Standard preparation

A parent stock solution of cortisol was prepared in ethanol and
ept at −30 ◦C. A working stock of 600 �g/dL was made after air
rying the desired amount of parent stock and reconstituting it in
uffer “2”. The nine standards of 0, 0.125, 0.5, 1, 3 10, 30, 60 and
0 �g/dL were made from the working stock in same buffer and
ept at 4 ◦C for further use.

.10. Assay design

.10.1. For HRP conjugates

To the antibody-coated wells, 25 �L of cortisol standards

0–90 �g/dL) were added along with 100 �L of suitably diluted B-
-CMO-HRP in duplicate. The plate was kept at RT for 1 h. Unbound
ontents were washed off, 100 �L of TMB/H2O2 substrate was
dded to the wells and kept at RT for 15 min. The bound enzyme
ctivity was measured with Tecan-spectra ELISA plate reader at
50 nm after terminating the reaction with 0.5 M H2SO4 (100 �L).

3

B
(
b
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.10.2. For Biotin conjugates
To the antibody-coated wells, 25 �L of cortisol standards

0–90 �g/dL) were added along with 100 �L of B-3-CMO-biotin
5 ng/mL) conjugates in duplicate. The plate was kept at RT for
h. Unbound contents were washed off. 100 �L of SA-HRP was
dded as secondary reporter molecule and kept at RT for 20 min.
he plate was washed under tap water to remove the unbound SA-
RP. TMB/H2O2 substrate (100 �L) was added to the wells and kept
t RT for 15 min. The bound enzyme activity was measured with
ecan-spectra ELISA plate reader at 450 nm after terminating the
eaction with 0.5 M H2SO4 (100 �L).

.11. Recovery

To 10-mL aliquots of six serum pools, we added 0, 0.5, 1, 2, 4,
nd 6 �g of cortisol (corresponds to 0, 5, 10, 20, 40 and 60 �g/dL).
he %recovery is calculated as O/E × 100, where O is the observed
oncentration and E is the sum of the amount of analyte added and
nherent concentration in the matrix.

.12. Precision

Serum pools of low, medium and high cortisol concentrations
ere utilized for determining the level of imprecision in assay by

stimating cortisol in each pool for six time in assay and in six dif-
erent assays. The %coefficient of variation (CVs) is calculated as
S.D./mean) × 100.

.13. Validation of the assay

.13.1. By using Bio-Rad External Quality Assurance Services
EQAS), USA

Bio-Rad External Quality Assurance Services (EQAS) pro-
rammes are designed to provide laboratories with accurate
omparison of performance with laboratories using the same
ethodology and/or instrument/reagents. It is used in conjunc-

ion with the daily quality controls to give valuable information
or monitoring performance. Various laboratories all over the
orld participate in the EQAS programme. In this programme, dif-

erent methods including radioimmunoassay, chemiluminescent,
nzymatic and automated systems were used for serum cortisol
easurement in the “Bio-Rad EQAS control samples”. Our labora-

ory participated in 22nd, 23rd and 24th cycles of EQAS programme.
he mean ± 3 S.D. of the cortisol concentrations as estimated by
ll methods was set as the acceptable performance limits. The
mmunoassays, which determine the cortisol concentration out-
ide this acceptable limit, are considered invalid. We have validated
ur assay by measuring cortisol in the control samples of 23rd and
4th cycles.

.13.2. Comparing the assay with established radioimmunoassay
it (RIA)

The correlation coefficient was calculated by comparing serum
ortisol concentrations as determined by developed ELISA with an
stablished radioimmunoassay (RIA) kit (Immunotech, France).

. Results
.1. Standard curve

Fig. 2 depicts the semi-log standard curve of cortisol using
-3-CMO-biotin tracer. The increasing concentrations of cortisol
�g/dL) are plotted as their log values on X-axis against the % of
ound fraction on the Y-axis. The graph was plotted using MS-Excel.
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Table 2
Inter- and intra-assay coefficient of variation for the measurement of cortisol in
three serum pools

Variation Sample value (mean ± S.D.) Coefficient of variation (%)

Intra-assay 17.5 ± 1.37 7.8
n = 6 22.83 ± 0.75 3.3

25.33 ± 1.5 5.9
28.8 ± 1.83 6.3

Inter-assay 16.86 ± 0.51 3.1
N = 6 21.79 ± 1.68 7.7

25.79 ± 0.59 2.3
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ig. 2. Standard curve of cortisol using F-3-CMO-BSA antibody and B-3-CMO-Biotin
racer.

.2. Specificity

The specificity of the F-3-CMO-BSA antibody was estimated
s the percentage of cross-reaction with commercially available
27, C21, C19, and C18 steroids. The %cross-reaction of cortisol anti-
erum was less than 0.1% with naturally occurring C18, C19, C21
nd C27 steroids using biotinylated B-3-CMO tracer except corti-
one with 4.5% cross-reaction. Another distinguishing feature is
hat the antibody is strongly recognizing corticosterone when it
s labeled with biotin but is giving 0.2% cross-reaction with unla-
eled corticosterone. This makes the assay much more specific to
ortisol. On the other hand, HRP labeled corticosterone is 100%
nhibited by unlabeled corticosterone. It shows that biotin label
lays some crucial role in increasing the specificity of an antigen
eterologous ELISA for low molecular weight haptenic molecules

ike steroids.
Since, the biotin based assay was very specific, it was further

alidated for other analytical parameters.

.3. Sensitivity

The lower detection dose is the lowest concentration of analyte
A) giving a response statistically different from that observed in
he absence of analyte (A0). It is calculated as A0 − 2 × S.D., after
0-fold determination of A0. The assay has achieved a sensitivity of
.09 �g/dL.
.4. Recovery

Table 1 represents the recovery profile of the assay that lies in
he range of 90.3–104.2%.

s
A

a
g

able 1
ecovery of cortisol from exogenously spiked serum pools

erum pool Cortisol added (�g/dL) Cortisol observed

ool A – 11.0
ool B 5.0 16.5
ool C 10.0 22.0
ool D 20.0 30.0
ool E 40.0 46.0
ool F 60.0 74.0
28.18 ± 1.76 6.2

= Number of times same sample analyzed for intra-assay variation. N = number of
imes assays carried out for inter-assay variation.

.5. Precision

Table 2 depicts the inter- and intra-assay variation. The coeffi-
ient of variation of three serum pools for intra- and inter-assay
ariation (n = 6, replicate of each pool) was <8%.

.6. Performance of developed assay as validated by EQAS
amples

Table 3 shows a comparison of cortisol serum concentration
stimated by our assay in Bio-Rad control samples and the values
rovided by Bio-Rad. All the values lie in the acceptable perfor-
ance limits set by EQAS.

.7. Correlation with RIA

The correlation coefficient for values of cortisol in human
erum samples (n = 50) measured both by RIA kit (Immunotech,
rance) and ELISA was calculated and found to be significant, i.e.
= 0.9, P < 0.0001. The linear regression curve of the correlated data
plotted by GraphPad Prism version 3.00 for Windows, GraphPad
oftware, San Diego California USA) is given in Fig. 3.

. Discussion

In the present study, we have developed an antigen heterologous
LISA for cortisol and explored the potential of biotin as a label in
nhancing the specificity of this antigen heterologous assay. The
pplication of streptavidin–biotin system in the development of
mmunoassays is mainly attributed to Guesdon et al. [32]. Since
hen, this system has been used in two different formats. Firstly,
s a part of detection system wherein antibody bound biotiny-
ated antigen is detected through streptavidin coupled reporter

olecule [17–21] and secondly, as a separation system wherein

treptavidin coated plate is used for immobilization of biotinylated
g/Ab [22,23].

On the other hand, heterology has been often incorporated as
means for improving assay sensitivity or reagent stability. Anti-

en (hapten) heterology has been reported to be superior to bridge

(�g/dL) Cortisol expected (�g/dL) %Recovery

– –
16.0 103.1
21.0 104.0
31.0 96.7
51.0 90.3
71.0 104.2
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Table 3
Serum cortisol concentrations determined by the present ELISA in 12 samples of each 23rd and 24th cycle of External Quality Assurance Services (EQAS)

Sample no. 23rd cycle 24th cycle

No. of laboratories
participated

EQAS cortisol
concentrations
(mean ± 3 S.D.) (�g/dL)

Cortisol concentrations
by present ELISA
(�g/dL)

No. of laboratories
participated

EQAS cortisol
concentrations
(mean ± 3 S.D.) (�g/dL)

Cortisol concentrations
by present ELISA
(�g/dL)

1 160 7.05 ± 0.87 9.9 152 35.8 ± 4.84 40
2 178 29.5 ± 4.24 28 167 14.9 ± 1.5 18
3 180 18.5 ± 2.88 18 183 26.0 ± 3.0 31
4 182 42.4 ± 5.56 31 187 26.9 ± 4.76 26.2
5 192 18.6 ± 2.21 21 204 15.0 ± 1.61 15.5
6 178 42.2 ± 5.30 46 194 35.5 ± 5.43 43
7 193 7.19 ± 0.85 9.7 190 26.0 ± 2.73 30
8 194 30.0 ± 3.39 31 195 14.9 ± 1.47 18
9 196 18.7 ± 2.23 23 187 27.1 ± 4.98 22.5
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0 174 42.3 ± 5.33 37
11 194 30.3 ± 3.88 30
2 183 7.28 ± 0.9 6.6

nd site heterologies as it involves highly defined epitope changes,
hus allowing better control over the reagents in immunoassays
nd more basic interpretation of results in basic immunochemical
tudies [33]. The improvement in the assay sensitivity has been
eported in the hapten heterologous assays for triiodothyronine
T3) and thyroxine (T4) [34]. This heterology has not been widely
mployed for developing steroid immunoassays. Therefore in this
ork, we have utilized a combination of F-3-CMO-BSA immunogen

nd B-3-CMO-HRP/biotin labels.
The cross-reaction comparison between the B-3-CMO-HRP and

-3-CMO-biotin label based assays showed that biotin as a label has
trikingly reduced the cross-reaction with unlabeled corticosterone
o 0.2% as compared to HRP as label (100%). Moreover the sensitiv-
ty of the biotin assay was also better than a site heterologous ELISA
or cortisol where HRP was used to label cortisol-21-hemisuccinate
nd has a sensitivity of 0.28 �g/dL [23]. A lower detection limit of
.05 �g/dL was achieved by introducing bridge heterology in the
nzyme label [35]. The use of antigen heterology in the present
ork in conjunction with biotin label has brought the lower detec-

ion limit to 0.09 �g/dL. The % cross-reaction of the developed assay
as been further reduced for analyte like corticosterone (0.2%),
7�-OH-P (0.9%) and cortisone (4.5%), as compared to previously
eveloped bridge and site heterologous ELISA of cortisol [36].

The thrust of developing an immunoassay is always towards

mproved sensitivity and specificity. To achieve this aim, research
s currently oriented towards introduction of new labels and

ore specific molecular recognition elements that mimic anti-
odies. Aptamers (artificial nucleic acid molecules) generated

ig. 3. Regression graph of correlation between the serum cortisol concentrations
s estimated by the developed ELISA and an established RIA kit (plotted by Prism 3
oftware).
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160 26 ± 3.09 22.5
204 36.2 ± 5.38 35
191 27.2 ± 4.58 30

gainst drugs, amino acids or proteins, molecularly imprinted
olecules made against toxins, hormones, pesticides and other

mall molecules, and engineered antibody fragments are presently
he area of research anticipating to enhance the immunoassay
pecificity [37]. Another area of interest is the use of particulate
eporters such as quantum dots, upconverting phosphors, can-
ilevers, and gold nanoparticles, which possess very high specific
ctivity that excludes the label as a sensitivity-limiting factor. How-
ver, the sensitivity limitation caused by non-specific binding still
emains [38]. These new labels are singly charged species and may
lleviate the problem associated with protein labels like HRP where
he analyte is attached at multiple sites with varying electronic
nvironments that could affect the fitting of labeled molecule in
he Ab binding pocket. But the large size and the uneven shape of
he particulate labels cause additional issues to the performance
f immunoassay like steric hindrance and increased non-specific
inding, which reduce reproducibility. These problems could be
olved by using low molecular weight label like biotin to directly
abel the steroid, where the amplification of the signal can still be
chieved using streptavidin-HRP or streptavidin labeled with these
articulate reporter molecules.

It seems that the increased sensitivity and specificity of present
ssay is due to the combined effects of low molecular weight
iotin label and heterology at antigen and bridge level. Sensitiv-

ty enhancement by heterology has been explained previously by
ssuming that the affinities of labeled and the unlabeled steroid
pproaches to approximately same levels as against the homolo-
ous label for which antibody displays high affinity but no direct
xperimental evidence in this support has yet been presented [39].
ow molecular weight of primary probe might have facilitated the
asy and selective access of competing analyte present in the serum
o compete with the antigen-binding pocket of antibody that might
ave reduced steric hinderance, resulting in the detection of as low
s 0.09 �g/dL of analyte specifically. It is also possible that the dif-
erence in the nature of bonds, i.e. the presence of amide bond
etween cortisol and immunizing protein, and the hydrazide bond
etween corticosterone-biotin is remarkable enough to decrease
he recognition of the bridge and thus resulted in obtaining ade-
uate sensitivity and specificity [40]. The developed assay has been
alidated for accuracy, precision, and correlation.

To conclude, we say that biotinylcaproylhydrazide is a more
ffective label for hapten molecules like steroids due to its low

olecular weight and the inherent 24.7 Å long spacer arm that

rovides efficient interaction with streptavidin probes. Together
ith the heterologous antigen, it improves the assay sensitivity and

pecificity. The effect of biotin as a label on the assay parameters
ould be studied for other haptens too.
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a b s t r a c t

Several solvent mixtures and techniques for the extraction of arsenic (As) species from rice flour samples
prior to their analysis by HPLC–ICP-MS were investigated. Microwave-assisted extraction using water at
80 ◦C for 30 min provided the highest extraction efficiency. Total recoveries of extracted As species were
in good agreement with the total As concentrations determined by ICP-MS after microwave-assisted acid
digestion of the samples. Arsenite [As(III)], arsenate [As(V)] and dimethylarsinic acid (DMAA) were the
main species detected in rice flour samples.

© 2008 Elsevier B.V. All rights reserved.
HPLC–ICP-MS
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. Introduction

Exposure to toxic inorganic arsenic (As) is linked to an increased
isk of cancer [1,2]. Thus, methods capable of separating and
easuring specific chemical forms of As in dietary components

re necessary for accurate risk assessment. Food is the most
bvious vehicle for toxic chemicals to enter the human body
nd therefore methods to evaluate the safety of foods from the
spect of contaminants are of great importance. In addition, food
nalysis can provide a measure of the degree to which the agri-
ultural production system might be polluted. As the toxicity
f elements such as As depend upon their molecular environ-
ent, it is important to determine which chemical species are

resent in a foodstuff as well as the total concentration of the
lement.

High concentrations of As are sometimes found in environmen-
al waters. Severe health problems in some areas of south Asia are
aused by high concentrations of inorganic As in ground water used
s drinking water. In Japan, 80% of dietary As comes from seafood.
t is well known that the As concentrations in seafoods such as fish,

hellfish and seaweeds are much higher (generally �g g−1 level)
han those of other foods such as grains, vegetables and meat (gen-
rally ng g−1 level) [3–18], and that most As in seafood is in the
orm of non-toxic arsenobetaine. Of agricultural products, rice is

∗ Corresponding author.
E-mail address: tomohiro-narukawa@aist.go.jp (T. Narukawa).
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he biggest contributor of As to the Japanese diet, but there has
een little published information on the chemical forms of As in
ice.

At the present time, the food sanitation law in Japan does not
egulate for the As concentration in rice. The Codex Alimentarius
ommission (CAC) also does not regulate for As concentrations in
ice; indeed, discussions on the regulation of As in foodstuffs have
een suspended since 1999 but the CAC concluded at that time that

t was necessary to set standards for inorganic As in foodstuffs in
he near future [19].

Arsenic speciation analyses of biological and environmental
amples, including food, have been published [20,21], including
eports on the As species in rice [22–31]. Speciation analysis usu-
lly requires the extraction of the species of interest into solvent
efore they can be identified and measured. Acids such as trifluo-
oacetic acid and solvent mixtures including water have been used
o extract arsenic species from samples prior to speciation analysis
32–36]. However, there is a possibility that As(V) in samples could
e sometimes reduced to As(III) during the extraction procedure
25].

This paper reports a study to determine the optimal extraction
rocedure for As species in rice samples prior to their analysis by
igh performance liquid chromatography coupled to inductivity

oupled plasma mass spectrometry (HPLC–ICP-MS). Several extrac-
ion procedures were tested and the total amount of As extracted in
ach case was compared with the total As concentration obtained
fter microwave-assisted digestion of the samples. Results of spe-
iation analyses of the samples are presented.
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was then screwed into position on the microwave instrument. The
operating program of the system was as follows: the tempera-
28 T. Narukawa et al. / T

. Experimental

.1. Instrumentation

An ICP-MS (Agilent 7500c, Agilent, Tokyo, Japan) equipped with
micromist nebulizer (100 �L, natural aspiration) and a Scott spray
hamber (2 ◦C) was used. The ICP-MS normal operating parame-
ers were as follows; incident rf power was 1500 W, outer Ar gas
ow rate 15 L min−1, intermediate Ar gas flow rate 0.9 L min−1, car-
ier Ar gas flow rate 0.8 L min−1 and make-up Ar gas flow rate
.4 mL min−1. The ICP-MS was operated with He as the collision
ell gas (3 mL min−1) to reduce 40Ar35Cl+ interfering with 75As. The
on count was monitored at m/z = 75. Arsenic species were sepa-
ated by HPLC (L-6000 pump, Hitachi High Technologies Co. Ltd.,
okyo, Japan) with an automatic sample injector (Nanospece SI-
, Shiseido Co. Ltd., Tokyo, Japan) and direct introduction into the
CP-MS. An ODS L-column (150 mm × ID 4.6 mm, Chemicals Evalua-
ion and Research Institute, Tokyo, Japan) was used with the mobile
hase containing 10 mM sodium 1-butanesulfonate/4 mM malonic
cid/4 mM tetramethylammonium hydroxide/0.05% methanol (pH
.0). The HPLC system was connected to the nebulizer of the ICP-MS
ith PEEK tubing.

A MarsX system (CEM, Matthews, NC, USA) was used for the
icrowave-assisted extraction, and a MLS 1200-mega (Milestone
LS, Leutkirch, Germany) was used for the microwave digestion.

n accelerated solvent extractor, ASE 200 (Dionex, Sunnyvale, CA,
SA), was used for pressurized liquid extraction.

.2. Reagents

The Japan Calibration Service System (JCSS) As standard solu-
ion (1000 mg L−1 As, made from high purity As2O3) used as the
s(III) source standard solution, was purchased from Kanto Chemi-
al Industries, Ltd. (Tokyo, Japan). The stock standard As(V) solution
as prepared by oxidizing the JCSS As solution with HNO3. Arseno-
etaine (AB) solution certified reference material, NMIJ CRM 7901-a
National Institute of Advanced Industrial Science and Technology,
MIJ/AIST, Japan) was used as the AB source standard solution.
tock standard solutions of As(III), As(V) and AB were traceable to SI.

Monomethylarsonic acid (MMAA), dimethylarsinic acid
DMAA), trimethylarsine oxide (TMAO), tetramethylarsonium
hloride (TeMA), and arsenocholine bromide (AsC), all of which
ere provided by Tri-Chemical Co. Ltd., were dissolved in water

o prepare stock standard solutions containing 1000 mg As kg−1.
orking mixed standard solutions (0.5–10 ng As g−1) were

repared daily by mixing the stock solutions and diluting with
ater.

.3. Certified reference materials (CRMs)

The rice flour CRMs analyzed here were NIST SRM 1568a Rice
lour (National Institute of Standards and Technology, NIST, USA)
nd NIES CRM no. 10 Rice Flour series – Unpolished (National Insti-
ute for Environmental Studies, Japan) which consists of three CRMs
ith different cadmium concentrations (Cd level: low, medium

nd high). The certified value of total As in NIST SRM 1568a is
.29 ± 0.03 mg kg−1, and the reference values of total As in NIES
RM no. 10 are 0.17 (low Cd), 0.11 (medium Cd) and 0.15 (high Cd)
g kg−1. These reference materials were made from unpolished

rown rice.
.4. Preparation of a sample of polished white rice flour

A sample of polished white rice flour was also prepared. The
rown rice (unpolished type) used as the starting material was col-

t
a
1
p
t
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ected in the northeast of Japan. After drying at 60 ◦C for 8 h, the
rown rice was polished with a rice mill and freeze-pulverized.
he white rice flour obtained was homogenized using a splitter,
nd then placed into clean amber glass bottles. After sterilization
ith 60Co gamma radiation (20 kGy), the white rice flour was used

s an analytical sample.

.5. Procedures

.5.1. Determination of total arsenic
A gravimetric method was employed in all preparations in this

tudy. Total As concentrations in the CRMs and the white rice flour
ample were determined by ICP-MS following microwave digestion
ith a mixture of HNO3, HClO4 and HF. Blank tests were performed

o investigate possible As contamination; none was detected. Dry
eight factors were obtained by measuring the weight loss after
rying portions of the samples at 85 ◦C in an oven for 4 h.

.5.2. Extraction procedure for speciation
Four extraction procedures (shaking, ultrasonication, acceler-

ted solvent extraction and microwave-assisted extraction) were
ested and their extraction efficiencies compared based on (i) total
s extracted as measured by ICP-MS, and (ii) species dependency
s determined by HPLC–ICP-MS.

The standard condition for extraction was a liquid/solid ratio of
0 to 1 (extraction solvent 10 g/sample 1 g). Five different extrac-
ion solvents (water, 25%, 50%, and 75% aqueous methanol, and
00% methanol) were tested for each extraction technique, and 6
amples were prepared in each case. When water was used as the
xtraction solvent, the rice flour-water suspension was centrifuged
t 4000 rpm for 10 min and the supernatant was passed through a
.45 �m syringe-type PVDF membrane filter and the filtrate ana-

yzed. When an extraction solvent containing methanol was used,
he solid was removed with a 0.45 �m membrane filter. The fil-
rate was evaporated to remove methanol and then diluted to 10 g
ith water. The solution was passed through a 0.45 �m syringe-

ype PVDF membrane filter again prior to analysis. Blank tests were
erformed in all cases.

.5.2.1. Extraction by shaking. An aliquot of the white rice flour was
laced in a 50 mL polypropylene tube and extraction solvent was
dded. The capped tube was placed on a horizontal rotating shaker
nd shaken for 2 h at room temperature.

.5.2.2. Ultrasonic extraction. A capped 15 mL polypropylene tube
ontaining white rice flour and extraction solvent was placed in an
ltrasonic bath and ultrasonicated for 1 h.

.5.2.3. Accelerated solvent extraction. An aliquot of white rice flour
as extracted using the accelerated solvent extraction system.
perating parameters were as follows; cell size was 11 mL, pres-

ure 10 MPa, static time 10 min, flush 100%, purge 1 cycle and 90 s
t 100 ◦C.

.5.2.4. Microwave-assisted extraction. A sample of white rice flour
nd the extraction solvent were placed in a PTFE vessel, which
ure was raised from room temperature to 80 ◦C over 5 min, held
t 80 ◦C for 30 min, and then cooled to room temperature over
0 min. Seven vessels were used for each run; six contained sam-
les for extraction and the seventh was used for monitoring of
emperature.
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Fig. 1. Extraction of As species in white rice flour by shaking.
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Fig. 2. Extraction of As species

. Results and discussion

.1. Determination of total arsenic following microwave digestion

The analytical result (n = 3) for NIST SRM 1568a by ICP-MS
as 0.285 ± 0.002 mg kg−1 As, which was in good agreement with
he certified value. The results (n = 3) for NIES CRMs no. 10 were
.172 ± 0.002 mg kg−1 (low Cd), 0.114 ± 0.003 mg kg−1 (medium Cd)
nd 0.157 ± 0.002 mg kg−1 (high Cd), which agreed well with their
eference values. The total As concentration of the white rice sample
n = 6) was 0.096 ± 0.003 mg kg−1.

f
w
p
t

Fig. 3. Accelerated solvent extraction
ite rice flour by ultasonication.

.2. Extraction efficiency for arsenic species

The white rice flour was used to compare the extraction effi-
iencies of the five solvents and four extraction techniques.

.2.1. Extraction by shaking

Results are shown in Fig. 1. With water, the total As extracted

rom the rice flour was 0.029 mg kg−1, and the extraction efficiency
as 31%. The amount of As extracted remained constant when the
roportion of methanol in the extraction solvent was increased, and
he total As extracted was 0.031 mg kg−1 (efficiency 33%) with 75%

of As species in white rice flour.
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Fig. 4. Microwave-assisted extraction of As species in white rice flour.
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Fig. 5. Effect of operating tempera

ethanol. However, when 100% methanol was used, the extraction
fficiency dropped to 20%. As(III), As(V) and DMAA were found in
ll extracts. The extraction efficiencies for the As species in each
xtract were constant although the total amounts of As extracted
ere low compared with the total present in the rice flour (20–30%).
.2.2. Ultrasonic extraction
The results shown in Fig. 2 were very similar to those obtained

y shaking. As(III), As(V) and DMAA were detected in all extracts
nd their extraction efficiencies were the same as those obtained
y shaking.

w

3
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Fig. 6. Effect of extraction time on m
n microwave-assisted extraction.

D’Amato et al. reported that shaking and ultrasonic extraction
or 1 h or 2 h at room temperature did not yield satisfactory results.
hey demonstrated that four 2 h cycles at 50 ◦C were required to
chieve quantitative extraction of As species from SRM 1568a using
:1 water–methanol and ultrasonication [37]. However, the proce-
ure needed much time and the extraction efficiency was not 100%

hen tested using 50% methanol solvent in the current study.

.2.3. Accelerated solvent extraction
Results are shown in Fig. 3. The extraction efficiency depended

ery much on the solvent used. When water was used at high tem-

icrowave-assisted extraction.
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Table 1
Speciation results of As in rice sample by HPLC-ICP-MS

Sample As(V) As(III) MMAA DMAA Total Certified value
(mg kg−1)

Recovery
(%)

NIST 1568a 0.044 ± 0.002 (15%) 0.052 ± 0.001 (18%) 0.012 ± 0.0008 (4%) 0.173 ± 0.002 (60%) 0.281 ± 0.002 0.29 ± 0.03 97.0
NIES no. 10 low 0.059 ± 0.001 (35%) 0.096 ± 0.002 (56%) 0.003 ± 0.0004 (2%) 0.015 ± 0.0008 (9%) 0.173 ± 0.002 0.17a 101.9
NIES no. 10 medium 0.039 ± 0.001 (35%) 0.069 ± 0.002 (63%) 0.003 ± 0.0008 (3%) 0.005 ± 0.0004 (5%) 0.117 ± 0.003 0.11a 106.0
NIES no. 10 high 0.039 ± 0.001 (26%) 0.098 ± 0.002 (65%) 0.005 ± 0.0007 (3%) 0.017 ± 0.001 (11%) 0.159 ± 0.002 0.15a 105.8
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Rice flour samples were spiked with each of the As species stan-
dards (5–10 ng g−1 as As) and their recoveries were determined
following the proposed extraction procedure (n = 3). Recoveries of
all species were nearly 100%, which demonstrated that they are not
chemically altered to any significant extent during the extraction.
hite rice flour 0.013 ± 0.0007 (14%) 0.071 ± 0.001 (74%) 0.000 (0%

a Reference value.
b Result of total As in white rice flour with microwave digestion.

erature, the extraction efficiency was low, about 20%, even at high
ressure, as the rice flour became gelatinous. The amounts of As
xtracted increased with increasing methanol concentration and
5% methanol solvent provided the highest extraction efficiency.
he apparent efficiency was 130%; an anomaly resulting from dif-
culty in controlling the volume of extraction solvent and poor
eplication precision (10%). It was concluded that the accelerated
olvent extraction technique was difficult to apply to rice samples.

.2.4. Microwave-assisted extraction
Results are shown in Fig. 4. As(III), As(V) and DMAA were

etected in the water extract, and the sum of the amounts of the
xtracted species was approximately 100% of the total As in the
ample. The extraction efficiency decreased when the methanol
oncentration in the solvent was increased. It was finally about 50%
hen the extraction solvent was 100% methanol.

Interestingly, only the amount of As(III) extracted decreased
ith an increase in the methanol concentration of the extracting

olvent; the extraction efficiencies of As(V) and DMAA remained
onstant. In addition, heating was necessary to completely extract
he As species in rice samples, although inorganic As and the water-
oluble organic As compounds can usually be extracted effectively
rom biological samples without heating. As(III) tends to bind
ightly to thiol groups in proteins [38–40], which is a likely rea-
on for the strong extraction conditions necessary to extract all the
s(III) from the rice samples.

As(III), As(V) and DMAA were extracted from the white rice
our to some extent with all the extraction conditions and tech-
iques investigated here, but no other As species were detected by
PLC–ICP-MS, even with elution times as long as 30 min.

.3. Conditions for microwave-assisted extraction

Microwave-assisted extraction was the most efficient of the
echniques tested here. The effect of extraction temperature was
nvestigated using water and varying temperature from 40 ◦C to
20 ◦C. Results are shown in Fig. 5. The best extraction efficiency
as obtained at temperatures of about 80 ◦C. When the operating

emperature was 120 ◦C the rice flour charred and the extraction
olvent volatilized during microwave irradiation. When charring
ccurred the amount of As extracted was reduced. When the extrac-
ion solvent volatilized recoveries of As were increased by factors
f 1.2–1.5, so precision could not be determined. It was concluded
hat the optimum operating temperature was 80 ◦C.

The extraction time was investigated for each operating temper-
ture using water as the extraction solvent; results for an operating
emperature of 80 ◦C are shown in Fig. 6. The As extraction effi-

iency became constant (100% in this case) at 15 min and above.
lso, the liquid/solid ratio was investigated by varying the liquid
eight from 5 to 20 g and the solid weight from 0.5 to 2 g. When

he ratio was 10 (liquid/solid = 10 g:1 g), the recoveries of As species
ere constant and could not be improved.
0.011 ± 0.0006 (12%) 0.095 ± 0.003 0.096b 99.0

Thus, the optimum conditions for microwave extraction were as
ollows: an extraction temperature of 80 ◦C, an extraction time of
0 min, water as the extraction solvent, and a ratio of water to rice
our of 10 to 1 by weight.

.4. Additional test of arsenic standards

An essential requirement for As speciation analysis is that the
hemical forms of As remain unchanged during the extraction pro-
ess. This is particularly important when the extraction is assisted
y heating. Recoveries of As(III), As(V), MMAA, DMAA, TMAO, TeMA
B and AsC were investigated using the above extraction process.
Fig. 7. Chromatograms of As species in rice sample.
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n addition, no chemical changes were observed when the standard
olutions alone were subjected to the extraction procedure.

.5. Application to CRMs

The optimal extraction conditions established in this study were
pplied to CRM rice flour samples. Analytical results and typical
hromatograms are shown in Table 1 and Fig. 7 (NIST SRM and white
ice flour sample).

Standard solutions were used to construct the calibration
urves, with concentration ranges from 0.5 ng g−1 to 10 ng g−1. The
etection limits for all As species were 0.1 ng g−1.

When the white rice flour was analyzed (6 sub-samples, 1
rom each of 6 bottles; n = 6), As(III), As(V) and DMAA were
etected, with the quantities As(III) (74%) > As(V) (14%) > DMAA
12%). Three sub-samples were analyzed for each of the CRMs.
n NIES no. 10 (all three Cd levels), As(III), As(V), DMAA and a
mall amount of MMAA were detected. The relative amounts were
s(III) (26–35%) > As(V) (56–65%) > DMAA (5–11%) > MMAA (2–3%)

or all types. As(III), As(V), MMAA and DMAA were detected in NIST
RM 1568a, and the relative quantities were DMAA (60%) > As(III)
18%) > As(V) (15%) > MMAA (4%). The proportion of DMAA in NIST
RM was very high compared with the other samples. When the
ums of the concentrations of each arsenic species in each CRM
ere compared with the total for each CRM, the recoveries were

7–106%, and the results were in good agreement with the certified
alue and reference values.

. Conclusions

Methods were investigated to extract the As species from rice
our prior to their analysis by HPLC–ICP-MS. Microwave-assisted
xtraction using water as the solvent provided good extraction effi-
iency without chemical alteration of the As species.

The concentrations of total As in the rice samples examined in
his study were very low and are therefore unlikely to pose any
ealth risks for human consumers. However, it is very important to
now the total As concentration and its chemical species in foods
o facilitate accurate risk evaluation related to food safety.

Five rice flour samples were used for the speciation study. A
hite rice flour sample and NIES CRM no. 10 unpolished rice flour,

oth collected in Japan, were found to contain high proportions of
norganic As species. In contrast, DMAA was the most abundant
s species in NIST SRM 1568a, which was made from unpolished
ice grown in the USA. The As species in the rice plants are likely
o reflect the environment (soil, water, etc.) in which they were
rown. DMAA has been used as a herbicide in the USA and it may

ersist in the NIST SRM. MMAA was not found in the white rice
our sample, but it was detected in NIES no. 10 and NIST 1568a,
hich were made from unpolished rice. There is thus a possibility

hat the different As species are in different parts of the rice plants;
MAA may tend to accumulate in bran for example. It is necessary

[
[
[

[
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o analyze a wider range of samples to acquire a comprehensive
nowledge of As species in rice.
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14] S. McSheehy, P. Pohl, D. Vĕlez, J. Szpunar, Anal. Bioanal. Chem. 372 (2002) 457.
15] S. McSheehy, J. Szpunar, J. Anal. At. Spectrom. 15 (2000) 79.
16] R. Schaeffer, C. Soeroes, I. Ipolyi, P. Fodor, N.S. Thomaidis, Anal. Chim. Acta 547

(2005) 109.
17] A.D. Madsen, W. Goessler, S.N. Pedersen, K.A. Francesconi, J. Anal. At. Spectrom.

15 (2000) 657.
18] J. Yoshinaga, Y. Shibata, T. Horiguchi, M. Morita, Accred. Qual. Assur. 2 (1997)

154.
19] “Profile report”, The Ministry of Agriculture, Forestry and Fisheries of Japan,

http://www.maff.go.jp/syohi anzen/profiles/arsenic.pdf.
20] Y. Nakamura, T. Narukawa, J. Yoshinaga, J. Agric. Food Chem. 56 (2008) 2536.
21] K. Sutton, R.M.C. Sutton, J.A. Caruso, J. Chromatogr. A 789 (1997) 85.
22] R.A. Schoof, L.J. Yost, E. Crecelius, K. Irgolic, W. Goessler, H.-R. Guo, H. Greene,

Hum. Ecol. Risk Assess. 4 (1998) 117.
23] L.J. Yost, R.A. Schoof, R. Aucoin, Hum. Ecol. Risk Assess. 4 (1998) 137.
24] R.A. Schoof, L.J. Eickhoff, E.A. Crecelius, D.W. Cragin, D.M. Meacher, D.B. Memzel,

Food Chem. Toxicol. 37 (1999) 839.
25] D.T. Heitkeper, N.P. Vela, K.R. Stewart, C.S. Westphal, J. Anal. At. Spectrom. 16

(2001) 299.
26] C.-G. Yuan, G.-B Jiang, B. He, J. Anal. At. Spectrom. 20 (2005) 103.
27] V.G. Mihucz, E. Tatár, I. Virág, C. Zang, Y. Jao, G. Záray, Food Chem. 105 (2007)

1718.
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a b s t r a c t

Organophosphates present serious fulmination in several aspects of human life. Detection of organophos-
phates is frequently based on following acetylcholinesterase (AChE) inhibition. Although limit of detection
and sensitivity for AChE-based assays seem to be intriguing, the identification of organophosphates is
not currently efficient in this way. We introduce an improvement of AChE-based assay by reactivators
using a selective come-back of AChE activity after previous inhibition. We have chosen four organophos-
phates: paraoxon-ethyl, paraoxon-methyl, trichlorfon, methamidophos as representative pesticides and
the three most available reactivators: HI-6, obidoxime, pralidoxime. Reactivation was realized in the 96-
wells photometric microplates and activity of human recombinant AChE was followed by reaction of
Ellman’s reagent with one of enzyme digestion product: thiocholine. Distinguishing of reactivation effi-
cacy was judged by the independent two population t-test. The most significant identification was based
Obidoxime

Paraoxon
Methamidophos
T

on methamidophos inhibited AChE reactivation by HI-6 or pralidoxime and paraoxon-ethyl inhibited AChE
by obidoxime; moreover, identification of trichlorfon and paraoxon-methyl was possible, too. Practical

od is
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. Introduction

Organophosphates represent a wide group of toxic compound
xerting inhibitory effect toward important enzymes in a body:
cetylcholinesterase (AChE, EC 3.1.1.7), most commonly known
rom neurosynapses and butyrylcholinesterase (BChE, EC 3.1.1.8)
ith not unambiguous function. The group of organophosphates

s well known due to practical importance of related compounds.
specially, nerve agents such as tabun (known also in shortened
ame GA), sarin (GB), soman (GD), cyclosarin (GF) and pesticides
uch as chlorpyrifos, diazinon, dimethoate, malathion, methami-
ophos, paraoxon (ethyl and methyl) are good examples of military
r industrially widespread representatives.

Investigation of alignments in the primary and secondary struc-
ure proved close relation between AChE from evolutionary far

pecies Drosophila melanogaster, Mus musculus, Homo sapiens, and
orpedo californica [1]. Although organophosphates can strongly
nhibit different origin AChEs, some strategies for reactivation
y some oximes were recommended [2]. Monoquaternary prali-
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discussed.
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oxime (2-hydroxyiminomethyl-1-methylpyridinium chloride),
nd bisquaternary HI-6 [1-(2-hydroxyiminomethylpyridinium)-3-
4-carbamoylpyridinium)-2-oxa-propane dichloride], obidoxime
1,3-bis(4-hydroxyiminomethylpyridinium)-2-oxa-propane
ichloride] and K048 [1-(4-hydroxyiminomethylpyridinium)-
-(4-carbamoylpyridinium) butane dibromide] were investigated
or reactivation of VX, tabun, sarin, and cyclosarin [3]. The fur-
her study compared efficacy of pralidoxime, HI-6, obidoxime,
rimedoxime, methoxime for seven organophosphates including
erve agents [4]. Reactivation potency of HI-6, obidoxime and
ralidoxime was examined on in vitro paraoxon inhibited AChE [5].

nhibition between alternative substrate acetylthiocholine and HI-
for different origin AChE and BChE was studied and this fact was
resented as partial disadvantage of HI-6 [6]. Reactivators were also
ound suitable for regeneration of biosensors based just on AChE;
rimedoxime [TMB-4′; 1,3-bis(4-hydroyiminomethylpyridinium)
ropane dibromide] and pralidoxime (2-PAM; 1-methyl-2-
ydroxyiminomethylpyridinium iodide) were referred for these

urposes [7,8].

Several methods can be employed for organophosphates assay.
he most common ones are either gas chromatography or nowa-
ays more approachable liquid chromatography with tandem
ass spectrometry detection [9]. Liquid chromatography–mass
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pectrometry was also found applicable for diagnosis of
rganophosphates inhibited BChE [10]. Contemporary effort
as led to development of new methods. Liu and Lin [11]
roved feasibility zirconia nanoparticles as selective sorbents for
rganophosphate pesticides assay; potentiometric biosensor based
n Escherichia coli cells expressing organophosphorus hydrolase
as found suitable for paraoxon, methyl parathion, and diazinon

ssay [12]. Microchips employing capillary electrophoresis [13]
nd micellar electrokinetic chromatography [14] were described
s useful tool for fast screening of organophosphate nerve agents.
n another way performed assay was described by Mulchandani
t al., organophosphorus hydrolase was proven suitable for an
mperometric biosensor construction [15].

Inhibition of AChE and BChE by organophosphates is widely
sed for construction of detection devices. Detection kits were
uccessfully designed [16,17]. Cholinesterases were found as a
onvenient recognition component for biosensors construction,
.g. BChE immobilized on platinum working electrode and AChE
mmobilized on a nanoporous carbon matrix was referred [18,19].
ChE is applicable for photometric assay, too [20]. A sensor
ith cholinesterase as recognition element was found promis-

ng for routinely assays of pesticides in beverages samples
21]. History of cholinesterase biosensors and expectancies for
he future was extensively reviewed by Andreescu and Marty
22].

AChE reactivators are widely referred as important medica-
ents for treatment of individuals intoxicated with organophos-

hates. Some works appointed at possibility to employ reactivators
or repeated assay with AChE-based biosensors. In the presented
orks, we are appointing at alluring performance of reactivators for

nalytical purposes especially due to diverse efficacy of inhibited
ChE reactivation.

. Materials and methods

.1. Chemicals

Human recombinant AChE in lyophilized form (2000 U/mg of
rotein), acetylthiocholine chloride (ATChCl), DTBN [5,5′-dithiobis
2-nitrobenzoic acid)]—Ellman’s reagent was purchased from
igma–Aldrich (St. Louis, MO, USA). Organophosphates paraxon-
thyl [O,O-diethyl O-(4-nitrophenyl) phosphate], paraoxon-methyl
O,O-dimethyl O-(4-nitrophenyl) phosphate], methamidophos
O,S-dimethyl phosphoramidothioate] and trichlorfon [(2,2,2-
richloro-1-hydroxyethyl) phosphonic acid dimethyl ester] were
btained as an analytical standards from the Labor Dr. Ehrenstorfer-
chafers (Augsburg, Germany). The monopyridinium and bispyri-
inium oximes (reactivators) were synthesized at the Department
f Toxicology of the Faculty of Military Health Sciences, Univer-
ity of Defence (Czech Republic) according referred procedures
21–25]. The purities of prepared reactivators were analysed using

HPLC technique. The stock of reactivators was investigated by
NMR technique (Varian Gemini 300, Palo Alto, CA, USA) subse-

uently. Deionized water was prepared by the Millipore system. All
ther chemicals were supplied by the certified distributors in a p.a.
uality.

.2. Measuring setup
96-wells (8 × 12) photometric microplates were obtained from
ama (Ceske Budejovice, Czech Republic). The absorbance reader
RX (Dynatech Laboratories, Chantilly, VA, USA) was used as mea-

uring device. Lyophilized AChE was suspended into phosphate
uffered saline (PBS) up final activity 0.01 U/�l and injected into

t
b
t
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ach well in final volume 1 �l and mixed with another 1 �l of 50 �M
rganophosphate (in PBS). The mixture was gently shaked in wet
hamber for half an hour. After that, 100 �l of the fresh mixture of
mM ATChCl and DTBN 0.4 �g/ml in PBS was injected per well com-
only with reactivator in final concentration from 10−4 to 10−8 M.
bsorbance at 412 nm was measured against PBS (blank; four wells
er one plate) after the given time interval (5, 10, and 20 min).
ver concentration of reactivator for used organophosphate was
easured four times.

.3. Data processing

The percent of reactivation R was taken as an outputting
arameter. The value of the R was calculated according following
quation:

= �Ar − �Ai

�A0 − �Ai
× 100(%)

The symbol �A0 is absorbance provided by mixture with
ntact AChE (in the final mixture was no organophosphate as well
s no reactivator); �Ai is absorbance of mixture with inhibited
ChE (inhibition by organophosphate, no reactivator). Absorbance
rovided by mixture where AChE activity was influenced by
rganophosphate and consequently by reactivator was presented
y the last symbol �Ar.

The percentage of reactivation was drawn vs. reactivator con-
entration and fitted with an exponential decay using software
rigin 6.1 (Northampton, MA, USA). Proper form of exponential
ecay equation will be discussed in Section 3. The correlation coeffi-
ient r was calculated for each curve. The collation of experimental
alues was realized by the independent two population t-test on
ignificance level 0.05 (using Origin 6.1).

. Results and discussion

Human recombinant AChE was inhibited with methamidophos,
araoxon-ethyl, paraoxon-methyl, and trichlorfon. After that, wells
ith inhibited AChE were reactived with HI-6, pralidoxime, or

bidoxime in different concentrations. Percent of reactivation R
as calculated from experimental data and reactivation efficacy

ould be estimated from the dependence of R on final molar con-
entration of reactivator (from 10−8 to 10−4) for ever preincubation
ime interval (5, 10, and 20 min). Calculated points were fitted
ith exponential decay function (Origin 6.1) and the coefficients

f determination (r2) were obtained. The correlation coefficients r
root of determination coefficients) was compared with the crit-
cal value on the probability level 0.05. Although the most of
urves were described properly by the exponential decay; analy-
is of correlation coefficients and estimation of curves tendency
roved that, in vitro, HI-6 was not significantly suitable for reacti-
ation for trichlorfon and pralidoxime for paraoxon-ethyl inhibited
ChE because of random fluctuation of R. Curves presenting effi-
acy of reactivation are presented in Fig. 1 for the most important
0 min preincubation. Due to lack of space and better lucidity, the
oefficients of exponential decays and correlation coefficients are
ummarized in Table 1 for ever or the three times of preincubation.
he common form of performed exponential decay equation found
uitable for data processing is following:

= R0 + Ae−c/t
Expression of the proportion rule between percent of reac-
ivation (R) and molar concentration of reactivator (c) is given
y this equation. The symbol R0 indicates bottom limit of reac-
ivation (when blank applied – spontaneous dissociation of
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Fig. 1. AChE reactivation by HI-6, obidoxime and pralidoxime. The percent of reac-
tivation R vs. molar concentration of reactivator is presented. Plots are for a 10 min
preincubation with the reactivator. Preincubation 5 and 20 min are mentioned
i
p
d

o
t

d
e
l
T
d

Table 1
Summarizing of exponential decay coefficients

Paraoxon-ethyl Paraxon-methyl Methamidophos Trichlorfon

HI-6, 5 min
R0 7.14 8.72 88.4 2.43
A 580 76.5 330 15.5
t 1.03 2.21 6.33 4.71
r 0.95 0.88 0.97 0.90

HI-6, 10 min
R0 2.58 6.60 −32.0 −0.89
A 400 988 324 17.0
t 1.11 0.94 3.59 5.30
r 0.98 0.87 0.96 0.73

HI-6, 20 min
R0 2.10 0.67 1.74 1.90
A 2.76 × 103 378 703 11.5
t 0.71 1.39 1.63 3.60
r 0.99 0.93 0.92 0.73

Obidoxime, 5 min
R0 8.04 −1.11 −77.4 1.13
A 3.15 × 104 2.70 × 103 335 2.26 × 103

t 0.61 1.20 6.00 1.05
r 0.99 0.95 0.98 0.99

Obidoxime, 10 min
R0 4.89 −27.1 −51.7 −13.7
A 1.27 × 104 482 323 481
t 0.71 2.71 4.75 2.31
r 0.99 0.97 0.99 0.98

Obidoxime, 20 min
R0 1.28 0.11 5.50 4.41
A 2.49 × 103 984 1.19 × 103 574
t 1.02 1.63 1.44 1.77
r 0.99 0.94 0.98 0.94

Pralidoxime, 5 min
R0 2.41 2.57 5.05 1.41
A 52.2 225 7.00 × 104 150
t 2.05 1.62 0.59 1.89
r 0.84 0.98 0.99 0.99

Pralidoxime, 10 min
R0 9.08 0.11 0.19 4.80
A 23.5 931 1.09 × 104 7.02 × 104

t 17.1 1.09 0.80 0.46
r 0.65 0.98 0.99 0.99

Pralidoxime, 20 min
R0 3.50 0.15 0.12 3.80
A 2.86 × 103 5.54 × 103 1.60 × 103 7.42 × 104

t 0.66 0.76 0.73 0.46
r

T
(

p
i
s
b
i
l
i
t
1
p
v
w
m

n the text. Inhibitors were following: methamidophos (�), paraoxon-methyl (�),
araoxon-ethyl (�), and trichlorfon (�). The error bars are expressed by standard
eviation (n = 4). The experimental points were fitted by an exponential decay.

rganophosphate), t, decay constant, and A, amplitude of exponen-
ial decay curve.

The values R in Fig. 1 were investigated using the indepen-
ent two population t-test. The aim of presented work is not

stimate reactivators efficacy for pharmaceutical study but fol-
ow differences in reactivation for qualitative analysis purposes.
he most significant was difference in reactivation of methami-
ophos inhibited AChE by 10−4 and 10−5 M HI-6 and 10−4 M

a
w
p
h

0.89 0.99 0.98 0.99

he correlation coefficients r was obtained as root of coefficient of determination
r2) obtained throughout Origin software.

ralidoxime in all time intervals. Reactivation of methamidophos
nhibited AChE was significant on probability level 0.01. Obidoxime
eems to be quite effective for reactivation of AChE inhibited
y all tested organophosphates; however, paraoxon-ethyl inhib-
ted AChE was significantly less reactivated (even on probability
evel 0.01) by 10−4–10−5 M obidoxime and by pralidoxime in time
nterval 5 and 10 min. In further investigation, we observed that
richlorfon inhibited AChE can be significantly distinguished by
0−4–10−5 M obidoxime from paraoxon-ethyl (bottom efficacy) and
araoxon-methyl and methamidophos (upper efficacy of reacti-
ation) in 10 min preincubation interval. Some other differences
ere observed during statistical evaluation; nevertheless, above
entioned information is the most demonstrable for qualitative
nalysis purposes. It seems that preincubation of inhibited AChE
ith reactivator for 10 min is the most promising for analytical pur-
oses. On the other side, preincubation for the longer time (20 min)
as only a reduced analytical importance.
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The obtained data are suitable for new approach in AChE-based
rganophosphate assay. The differences in reactivation efficacy
onfirmed that reactivators can be used for organophosphates
dentification. We should mention that total number of cur-
ently available organophosphates exceed tens and reach hundreds.
n the other side, reactivators are currently investigated result-

ng in continuous increasing of its known amount [23–28]. Our
xperiments have proved possibility to distinguish each tested
rganophosphate from the other using AChE reactivators. The
ost relevantly can be identified paraoxon-ethyl by obidoxime

nd methamidophos by pralidoxime and HI-6; however, others
rganophosphates can be identified, too. The achievement is a
ossibility to distinguish two similar organophosphates: paraoxon
ethyl and ethyl. In all experimental curves, there was obvious

eactivation efficacy for reactivator in concentration approximately
bove 10−6 M. We expect practical impact of reactivators in assays
f organophosphates performed by biosensor or any photometric
evice based on AChE. Reactivators could be employed in elec-
rochemical analysis without important interferences. In this way,
ested HI-6 was not oxidized by applied voltage in our previ-
us study [6]. We consider reactivators performance as a great
hallenge for contemporary AChE-based assays [29]. This study
s only preliminary study and it is not possible to identify all
nown pesticides by the three tested reactivators. On the other
ide, the data are quite promising and the future research could
ntroduce more extensive feasibility of cholinesterase-based assays.
resented way of reactivator’s application was based on the reac-
ivation of totally inhibited AChE. The future application should
e also correlated on real samples and different concentration of
rganophosphate—there should be followed shift of activity after
ample and then reactivator application.

. Conclusions

The possibility to improve AChE-based assays by reactivators
as tested. On the beginning, there was an idea used reactivator
s an analytical reagent allowing distinguishing organophosphates
ccording different reactivation rate (efficacy). We confirmed this
dea. All four organophosphates can be distinguished one from
ach other when at least two reactivators are applied (obidoxime
nd either HI-6 or pralidoxime). The practical impact of proposed

[

[

[
[
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pproaching is expected and we hope that further studies confirm
romising suggestions promoted in this work.
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a b s t r a c t

Five different clones of antibodies developed against the aflatoxin M1 were investigated by using the
classical indirect and direct competitive Enzyme-Linked Immunosorbent Assay (ELISA) formats, and also
the direct competitive ELISA based on the use of the superparamagnetic nanoparticles. The purpose of
this study was to assess if not so friendly time classical ELISA procedures can be further improved, by
reducing the coating, blocking and competition time. Here we showed that a complete dc-ELISA (coating,
blocking and competition step) based on the use of superparamagnetic nanoparticles can be performed
in basically 40 min, if coating step (20 min) should be taken into account. Moreover, the standard ana-
ELISA
A
M

lytical characteristics of the proposed method fulfil the requirements for detecting AFM1 in milk, in a
wide linear working range (4–250 ng/L). The IC value is 15 ng/L. The matrix effect and the recovery rate
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ilk were assessed, using the E
percentage of recovery, cl

. Introduction

Aflatoxins are highly toxic and carcinogenic secondary metabo-
ites produced by Aspergillus flavus and Aspergillus parasiticus on a
ariety of agricultural commodities [1] and [2]. These fungi grow
nder particular conditions of temperature and humidity on a great
ariety of food commodities and animal feed materials. Contami-
ation, either before or after harvest, of corn, peanuts, cereal crops,
gs, etc., is a common occurrence [3–5].

Aflatoxin M1 (AFM1) is the hydroxylated metabolite of aflatoxin
1 (AFB1). Mammals that ingest aflatoxin B1 contaminated diets
xcrete amounts of the principal 4-hydroxylated metabolite known
s aflatoxin M1 into milk, and subsequently it can be found in a large
ariety of dairy products. The toxic and carcinogenic effects of AFM1
ave been convincingly demonstrated in laboratory investigations
6]. The demonstrated toxic and carcinogenic effects of AFM1
ecently lead WHO-IARC to change its classification from group
to group 1 [7]. AFM1 is relatively stable during pasteurisations,

torage, and preparation of various dairy products [6] and [8] and
herefore AFM1 contamination poses a significant threat to human

ealth, especially to children, who are the major consumers of milk.
uropean Community legislation limits the concentration of afla-
oxin M1, in milk and dried or processed milk products intended for
dults, at 0.050 ppb (�g/kg) [9] and at 0.025 ppb (�g/kg) for milk

∗ Corresponding author.
E-mail address: radoiantonio@yahoo.com (A. Radoi).
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ean Reference Material (BD282, zero level of AFM1), showing an excellent
100%.

© 2008 Elsevier B.V. All rights reserved.

ntended for infants or for baby-food production [10]. The official
ethods of sampling and analysis are regulated by the European

ommission Directives [11]. A high performance liquid chromatog-
aphy analysis with fluorimetric detection (HPLC-FD) coupled with
clean-up treatment by immunoaffinity columns (IC) is the ref-

rence method used for the determination of aflatoxins in milk
12]. This procedure is long and laborious and requires expensive
quipment and well-trained personnel. Other methods for AFM1
etermination have also been proposed. Of significant importance
re thin-layer chromatography [13], fluorescence detection after
mmunoaffinity clean-up [14], liquid chromatography coupled to

ass spectrometry [15], and immunoenzymatic assays. Immuno-
hemical assays are rapid, simple, specific, sensitive and even in
ortable format, have become the most common quick methods
or the routine analysis of mycotoxins in food and feed materials
16–20].

ELISA (Enzyme-Linked Immunosorbent Assay) is well-
stablished as a high throughput assay with low sample volume
equirements, and often has less sample clean-up procedures
ompared to conventional HPLC methods, and its standardisation
or the application to milk sample analysis has been reported in
nternational Standards Organisation guidelines [21].

. Experimental
.1. Safety note

Aflatoxins are highly carcinogenic and should be handled
ith extreme care. Aflatoxin contaminated labware should be
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econtaminated with an aqueous solution of sodium hypochlorite
5%).

.2. Materials and apparatus

Polystyrene microtitre plates, MaxiSorpTM and PolySorpTM,
ere purchased from NUNCTM (Roskilde, Denmark). The ERM

European Reference Material) BD282 (zero level of AFM1) was
urchased from the Institute for Reference Materials and Measure-
ents (IRMM, Belgium). I’screen AFLA M1MILK test kit was from

ecna S.r.l. (Trieste, Italy). Milk samples were obtained from local
upermarkets.

Aflatoxin M1 (AFM1, A6428), aflatoxin M1 linked to bovine seric
lbumin (BSA-AFM1, A6412), anti-rat goat IgG linked to alkaline
hosphatase (rat AbII-AP, A8438), anti-mouse IgG linked to alkaline
hosphatase (AbII-AP, A3562) or to horseradish peroxidase (AbII-
RP, A4416), 3,3′,5,5′-tetramethylbenzidine (TMB, T0440) liquid

ubstrate for ELISA, bovine seric albumin (A9647) were purchased
rom Sigma (St. Louis, MO, USA). Alkaline phosphatase substrate
p-nitrophenol) was from Fluka Chemie (Buchs, Switzerland).

Superparamagnetic nanoparticles (d = 300 nm) coated with
ffinity purified goat anti-mouse IgG (Bio-Adembeads Antibodies
oat anti-Mouse IgG) and Bio-Adembeads Protein G (uniform sized
uperparamagnetic nanoparticles conjugated with protein G) were
rom Ademtech S.A. (Pessac, France).

Five different types of monoclonal antibodies against aflatoxin
1 were tested: clone 1C6 (Acris Antibodies GmbH, Hiddenhausen,
ermany, 0.5 mg/mL), clones 3G11 and 6G4 (Soft Flow Biotech-
ology Ltd., Gödöllő, Hungary, 1 mg/mL) and clones (confidential
ource) ATX9 (1.78 mg/mL) and ATX2 (0.93 mg/mL).

All other reagents were from Sigma (St. Louis, MO, USA).
A Multiskan EX (Thermo Life Sciences, Cergy-Pontoise, France)

icroplate photometer was utilised for colorimetric measure-
ents.
Adem-Mag 96 (adapted for 96-well microtitre plates) and

dem-Mag SV (single magnet position adapted for both 1.5 mL or
mL microtubes) were from Ademtech S.A. (Pessac, France).

A horizontal shaker (IKA, Vibrax-VXR) was also utilised.

.3. Samples preparation

Milk samples (available on local markets) were centrifuged
10 min, 3000 × g, 10 ◦C, Beckman centrifuge-model J2-21), and the
kimmed milk was assayed. All the samples were also assayed using
he I’screen AFLA M1MILK test kit, following the recommendations
ndicated by the supplier.

The ERM-BD282 milk powder was handled as recommended in
he instructions for use, data provided with the certified material.
or recovery studies, it was spiked before centrifugation (10 min,
000 × g, 10 ◦C) and recovery percentage was calculated.

.4. Spectrophotometric ELISA

.4.1. Indirect competitive ELISA (ic-ELISA) protocol
In the indirect competitive ELISA (ic-ELISA) format, the BSA-

FM1 was adsorbed onto the wells of the microtitre plate
MaxiSorpTM) during the coating step, performed in 50 mM car-
onate buffer (CB), pH 9.80. The coating volume was 100 �L/well
nd the plate was incubated at 4 ◦C, over night (ON). Then the
ncubated ELISA plate was covered with 150 �L/well of 1% (w/v)

SA solution (blocking step) prepared in 15 mM phosphate buffer
aline (PBS), pH 7.40, for 45 min, at room temperature (RT, 22 ◦C).
he competition was allowed to proceed, by adding inside the
ells non-labelled aflatoxin M1 (90 �L) and primary (AbI) anti-
FM1 antibody (10 �L); solutions were prepared in PBS and the

u
p
N
0
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ompetition time was 1 h, at room temperature. Then a solution
100 �L) prepared in PBS of secondary (AbII) anti-IgG antibody was
dded and allowed to react (1 h), at RT. Finally, 100 �L of sub-
trate solution was added and the absorbance was read. Washing
3 × 200 �L) was performed after each step, by using a solution of
.05% (v/v) of Tween prepared in PBS (2 × 200 �L) followed by only
BS (1 × 200 �L).

All the five antibodies (clones 1C6, 3G11, 6G4, ATX9 and ATX2)
eveloped against AFM1 were assayed in the ic-ELISA format. The
ptimised conditions (coating concentrations and dilutions of pri-
ary antibody), for the three different clones, when using an

lkaline phosphatase labelled secondary antibody (AbII-AP, 1/1000,
/v), were:

3G11 (1/1280, v/v) and BSA-AFM1 (25 ng/mL);
6G4 (1/1280, v/v) and BSA-AFM1 (25 ng/mL);
ATX2 (1/1600, v/v) and BSA-AFM1 (12.5 ng/mL).

A solution of para-nitrophenyl phosphate (p-NPP, 2 mg/mL) sol-
bilised in 10% diethanolamine buffer (DEA, pH 9.80) was used as
ubstrate. The absorbance was read after 30 min, using the 405 nm
lter.

When using as secondary antibody an anti-mouse IgG labelled
ith horseradish peroxidase (AbII-HRP, 1/2500, v/v) the dilutions

f primary antibodies were kept constant as before (i.e. for clones
G11 and 6G4 the dilution was 1/1280, v/v and for ATX2 clone it
as 1/1600, v/v), only the coating concentration varied (25 ng/mL
f BSA-AFM1). The AbII-HRP was allowed to bind the anti-AFM1
rimary antibody during an incubation time of 30 min, and the
bsorbance was read also after 30 min. TMB liquid substrate for
LISA was used as chromogen, the absorbance being measured
t both 650 and 450 nm (after quenching with 100 �L/well of 1N
2SO4).

.4.2. Direct competitive ELISA (dc-ELISA) protocol
In the direct competitive ELISA (dc-ELISA) assay, the 96-well

LISA plate (MaxiSorpTM) was coated with anti-AFM1 antibodies
clones G11, 6G4, and ATX2). The coating step (100 �L/well, 4 ◦C,
N) was performed in 50 mM carbonate buffer, pH 9.80. The block-

ng step (45 min) was performed at 22 ◦C, using 150 �L/well of 1%
w/v) BSA solution (prepared in 15 mM PBS, pH 7.40). The com-
etition was allowed to proceed for 45 min and at RT, by adding

nside the wells non-labelled aflatoxin M1 (90 �L) and horseradish
eroxidase labelled aflatoxin M1 (AFM1-HRP, 10 �L).

Finally, 100 �L of substrate solution was added and the
bsorbance was read 15 min after the TMB solution was added
nside the wells, at both 650 and 450 nm (after quenching with
00 �L/well of 1N H2SO4).

Washing (3 × 200 �L) was performed after each step, by using
solution of 0.05% (v/v) of Tween prepared in PBS (2 × 200 �L)

ollowed by only PBS (1 × 200 �L).
The optimised conditions (coating and dilution of labelled

FM1) for the three different clones were:

3G11 (0.4 �g/mL) and AFM1-HRP (1/180, v/v);
6G4 (0.2 �g/mL) and AFM1-HRP (1/180, v/v);
ATX2 (0.5 �g/mL) and AFM1-HRP (1/120, v/v).

.5. Direct competitive ELISA based on Bio-Adembeads Protein G
This simplified version of dc-ELISA format relies on the use of
niform sized superparamagnetic nanoparticles conjugated with
rotein G as support for immobilizing the anti-AFM1 antibodies.
o blocking step was necessary and as working buffer a solution at
.05% (v/v) of Tween prepared in PBS was employed for all the steps:
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oating, competition and washing. Prior to use the nanoparticles
ere washed twice with working buffer (1400 �L) for removing

he Proclin 300.
Briefly the optimised procedure was the following:

coating: 14 �L of superparamagnetic nanoparticles conjugated
with protein G were dispersed into 1400 �L of antibody solution
prepared in working buffer and allowed to react for 20 min; then
the particles were collected using the Adem-Mag SV and washed
twice with working buffer (1400 �L) and finally resuspended in
1400 �L; 30 �L of this dispersion were added inside the wells and
the buffer was removed, meanwhile the nanoparticles were col-
lected onto the inner wall of the well by using the Adem-Mag
96;
competition: 90 �L of AFM1 and 10 �L of AFM1-HRP were allowed
to compete (PolySorpTM microtitre plates were utilised) for the
antibody binding sites, during 20 min; during coating and compe-
tition, an horizontal shaker (200 rpm) was employed.

Washing steps were performed (300 �L/well, 1 min) and when
he different solutions were discarded from the wells, the super-
aramagnetic nanoparticles were collected by using the magnets
vailable on the Adem-Mag 96. The TMB liquid substrate for ELISA
as utilised (150 �L/well) and the absorbance was read 15 min after

he substrate solution was added inside the wells, at both 650 and
50 nm (after quenching with 100 �L/well of 1N H2SO4).

The optimised amount of antibody against AFM1 and the dilu-
ion of AFM1-HRP used, for each of the three tested clones, is:

3G11 (0.2 �g/mL) and AFM1-HRP (1/150, v/v);
6G4 (0.2 �g/mL) and AFM1-HRP (1/150, v/v);
ATX2 (0.5 �g/mL) and AFM1-HRP (1/120, v/v).

.6. Direct competitive ELISA based on Bio-Adembeads
nti-Mouse IgG

This simplified version of dc-ELISA format relies on the use
f superparamagnetic nanoparticles coated with affinity puri-
ed goat anti-mouse IgG as support for antibody binding. The
rocedure is similar with the one previously described, when
he Bio-Adembeads Protein G superparamagnetic particles were
tilised. Prior to use the nanoparticles were washed twice with
orking buffer (1400 �L) for removing the Proclin 300.

The optimised procedure was the following:

coating: 13 �L of superparamagnetic nanoparticles coated with
affinity purified goat anti-mouse IgG were dispersed into 1400 �L
of antibody solution prepared in working buffer and allowed to
react for 20 min; then the particles were collected using the Adem-
Mag SV and washed twice with working buffer (1400 �L) and
finally resuspended in 1400 �L; 100 �L of this dispersion were
added inside the wells and the buffer was removed;
competition: 90 �L of AFM1 and 10 �L of AFM1-HRP were allowed
to compete (PolySorpTM microtitre plates were utilised) for the
antibody binding sites, during 20 min; during coating and compe-
tition, an horizontal shaker (200 rpm) was employed.

Washing steps were performed as described above. The TMB
iquid substrate for ELISA was utilised (150 �L/well) and the

bsorbance was read 15 min after the substrate solution was added
nside the wells, at both 650 and 450 nm (after quenching with
00 �L/well of 1N H2SO4).

The optimised amount of antibody against AFM1 and the dilu-
ion of AFM1-HRP used, for each of the three tested clones, is:

a
B
1
a
w

7 (2008) 138–143

3G11 (0.2 �g/mL) and AFM1-HRP (1/150, v/v);
6G4 (0.2 �g/mL) and AFM1-HRP (1/150, v/v);
ATX2 (1.5 �g/mL) and AFM1-HRP (1/80, v/v).

.7. Calibration curves for spectrophotometric ELISA

Spectrophotometric ELISA standard curves were obtained using
FM1 standard solutions prepared in PBS or in BD282 reference
aterial.
Each experiment was performed in triplicate and the mean

f each value was used for curve fitting. The calibration curves
absorbance at 650 or 405 nm vs. antigen concentration) were fitted
sing “non-linear four parameter logistic calibration plots” [22].

To allow the direct comparison of different calibration curves,
bsorbance values were converted into their corresponding test
nhibition values (A/A0, %) as follows:

A

A0
= A − Asat

A0 − Asat
× 100 (1)

here A is the absorbance value of competitors, Asat and A0 are
he absorbance values corresponding to the saturating and the
on-competition antigen, respectively (as evaluated by the four
arameters logistic function).

The matrix effect, the recovery percentage and the limit of
etection were assayed using blank samples prepared using the
RM-BD282 (zero level of AFM1) powder milk. Recovery was
ssessed by spiking blank milk samples with a known amount of
FM1 standard solution. The detection limit (LOD) was calculated
s the concentration corresponding to 90% of A/A0 [23]. The mid-
oint value (IC50) was evaluated as the concentration of AFM1 at
0% A/A0. The working range was evaluated as the toxin concentra-
ion that gives test inhibition values of 80 and 20% of A/A0. The data
btained for each curve were plotted and fitted using a SigmaPlot
oftware (SPSS), and a regression analysis on the linear portion of
he sigmoidal curves was also performed. The slopes obtained from
he regression analysis were used to evaluate the matrix effect and
he recovery of the assay.

. Results and discussion

.1. Spectrophotometric ELISA

Indirect and direct competitive ELISA formats were assayed to
haracterise analytically 5 clones of antibodies developed against
FM1. This study was aimed also towards the possibility to reduce

he time of analysis with respect to the classical ELISA competitive
echniques.

The indirect competitive format of ELISA was utilised to ascer-
ain how many of the five antibodies (clones 1C6, 3G11, 6G4, ATX9
nd ATX2) available in our laboratory were able to bind the afla-
oxin M1. Three of them (clones 3G11, 6G4 and ATX2) were able
o recognise and compete for the free AFM1 during the compe-
ition step, meanwhile the other two clones were not able to
ecognise AFM1 (data not shown). Two types of secondary anti-
odies, labelled with alkaline phosphatase (Fig. 1) or horseradish
eroxidase (Fig. 2), were used to trace the AFM1, but no signifi-
ant difference, with respect to linear working range or midpoint
alue, was achieved (Table 1), since the determining factor for
his format is the coating step. In fact, maintaining constant the
mount of one primary antibody (for example ATX2, 1/1600, v/v)

nd varying the coating concentrations (50, 25 and 12.5 ng/mL of
SA-AFM1), the midpoint value shifted from 430 to 120 and from
20 to 47 ng/L, respectively, when an AbII-AP was used. When using
n AbII-HRP only the time analysis was shortened by 30 min, since it
as possible to reduce the binding time with the primary antibody,
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Fig. 1. Indirect competitive ELISA; secondary antibody labelled with alkaline phos-
phatase; over night coating, at 4 ◦C; blocking step (45 min) performed at room
temperature; 60 min competition time.

Fig. 2. Indirect competitive ELISA; secondary antibody labelled with horseradish
peroxidase; over night coating, at 4 ◦C; blocking step (45 min) performed at room
temperature; 60 min competition time.

Table 1
Analytical parameters for spectrophotometric ELISA

Clone LWR (ng/L) IC50 (ng/L) LOD (ng/L)

ic-ELISA (AbII-AP)-165 min
3G11 15–250 75 15
6G4 15–500 84 15
ATX2 15–125 47 15

ic-ELISA (AbII-HRP)-135 min
3G11 15–250 76 15
6G4 8–500 72 8
ATX2 8–125 35 8

dc-ELISA-90 min
3G11 12.5–80 36 12.5
6G4 12.5–80 40 12.5
ATX2 12.5–100 36 12.5

dc-ELISA Bio-Adembeads Protein G-20 min
3G11 4–250 15 4
6G4 12–500 50 12
ATX2 30–500 150 30

dc-ELISA Bio-Adembeads anti-Mouse IgG-20 min
3G11 8–125 30 8
6G4 10–500 50 10
ATX2 10–250 50 10

LWR: linear working range; IC50: midpoint value; LOD: limit of detection.
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ig. 3. Direct competitive ELISA; over night coating, at 4 ◦C; blocking step (45 min)
erformed at room temperature; 45 min competition time.

resumably due to a better affinity of AbII-HRP towards the primary
ntibody.

When the three clones (3G11, 6G4 and ATX2) were assayed in
he direct competitive format (Fig. 3), all of them showed, more
r less, an identical midpoint value (around 40 ng/L). The linear
orking range (LWR) was narrower then the one obtained in the

c-ELISA procedure but the limits of detection were comparable
ith the ones obtained for the ic-ELISA. However, the dc-ELISA for-
at is more rapid then the ic-ELISA format (90 min against 165

r 135 min) therefore it was further optimised, by transferring the
ntire procedure (coating, competition, etc.) onto the superparam-
gnetic nanoparticles coated with protein G or anti-IgG.

One of the main advantage of using nanoparticles resides in
he short interaction time between the biological components and
he protein G or anti-IgG coated nanoparticles. The whole pro-
ess could be defined as “homogeneous”, since the interaction
etween the Ag and the Ab takes place at “nano” level. More-
ver, being superparamagnetic, these nanoparticles can be easily
eparated from bulk solution, allowing also a versatile manipu-
ation. Confronted with the ic- and dc-ELISA, the coating time
as reduced to 20 min, instead of an over night incubation time

12–14 h). Moreover, the already incubated nanoparticles could be
tored separately as ready to use nanobeads for performing just
he competition step in a dc-ELISA. One time consuming factor
as a priori overcame, since no blocking step was necessary. This
as achieved by adding a non-ionic surfactant into the working
uffer, as described before. Then, the competition time was even
urther reduced, when compared with an ic- or dc-ELISA, till 20 min
Figs. 4 and 5). When the competition curves performed by the aid
f superparamagnetic nanoparticles were compared with the ones
btained from ordinary ic- and dc-ELISA, a different shape of these
urves was evident, since the affinity of the tested clones towards
he reactive coating biomaterial of the nanoparticles, protein G and
nti-IgG, respectively, hardly depends on this factor. When a dc-
LISA based on Bio-Adembeads anti-Mouse IgG was performed,
he behaviour of the clones 3G11, 6G4 and ATX2 was more or less
dentical, and similar with the one observed in the classical ic-
nd dc-ELISA. A better discrimination was further achieved when
dc-ELISA based on Bio-Adembeads Protein G was assayed. The

lone 3G11 showed to be the best antibody, with the lowest IC
50
15 ng/L) and it was further used to assess the matrix effect, the
ecovery percentage, when ERM-BD282 powder milk was fortified
ith known amounts of AFM1, and to test locally available milk

amples.
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Fig. 6. Competition curves performed in buffer and in certified reference material
(BD282, zero level of AFM1); clone 3G11 immobilised on Bio-Adembeads Protein G
was utilised to assess the matrix effect.

Table 2
BD282, zero level of AFM1 certified reference material was employed; clone 3G11
immobilised on Bio-Adembeads Protein G was utilised to asses the recovery
efficiency

AFM1 added (ng/L) AFM1 found (ng/L) R.S.D. (%) R.E. (%) Recovery (%)

30 28 7 −7 93
60 58 5 −3 97

%
a

t
c
t
t
c

ig. 4. Direct competitive ELISA based on Bio-Adembeads Protein G; coating
20 min) performed at room temperature; no blocking step; 20 min competition
ime.

.2. Matrix effect, recovery and real sample analysis

Certified reference material (BD282, zero level of AFM1) was
econstituted as indicated in the certification report supplied by
he IRMM, Belgium. After reconstitution and centrifugation, a cali-
ration curve in matrix was performed and it was observed that the
alibration curve in milk was influenced by the new environment
Fig. 6). The IC50 shifted almost 3 times (41 ng/L) then the mid-
oint value obtained in buffer (15 ng/L). The linear working range
4–250 ng/L) was slightly modified, being essentially the same as
or the standard competition curve performed in PBS. This is very
mportant since the maximum accepted level of AFM1 (50 ng/L) is

ell fitted into this linear working range.
Recovery was assessed (Table 2) by spiking with aflatoxin M1

he BD282 reconstituted material.
The fortified (30, 60 120 ng/L of AFM1) blank milk samples were

nterpolated from the calibration curve performed using reconsti-
uted certified reference material.

The precision was determined by calculating the relative stan-

ard deviation (%R.S.D.) for the replicate measurements and
he accuracy (%R.E.) was calculated by assessing the agreement
etween measured and nominal concentration of the fortified sam-
les.

ig. 5. Direct competitive ELISA based on Bio-Adembeads anti-Mouse IgG; coating
20 min) performed at room temperature; no blocking step; 20 min competition
ime.
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120 118 3 −2 98

R.E. (relative error) = [(measured value − true value)/true value] × 100; %R.S.D. (rel-
tive standard deviation) = standard deviation/mean × 100; n = 6.

Six different brands of commercially available milk samples,
hree declared to be produced following the rules of biological agri-
ulture and three as fresh milk, were assayed and for all of them
he response was negative, since the absorbance values were at
he same level as for the “no competition” point of the standard
alibration curve. The obtained results were confronted with the
esponse obtained by using a commercial available kit for aflatoxin

1 detection (AFLA M1MILK), and again a negative response was
btained.

. Conclusions

In this work, five different antibodies developed against the afla-
oxin M1 were investigated by using different ELISA schemes based
n classical indirect and direct competitive formats, and on the use
f superparamagnetic nanoparticles. From all the five investigated
ntibodies, the most powerful, i.e. showing the best IC50 value and
imit of detection, was the clone 3G11. Superparamagnetic nanopar-
icles conjugated with protein G and anti-mouse IgG were utilised
o further reduce the coating (till 20 min, instead of 12–14 h nec-
ssary for the over night coating procedure) and the competition
ime. Also, one time consuming factor was a priori minimised, since
o blocking step was necessary. Being superparamagnetic, these
anoparticles are easily separated from the bulk solution, allow-

ng also a versatile manipulation. The use of superparamagnetic
anoparticles allowed us to demonstrate that the classical ELISA
rocedures, which sometimes are time consuming, could be fur-

her improved by decreasing the coating and competition time and
y eliminating steps that cannot be neglected, like the blocking
tep. The feasibility of this dc-ELISA based on the use of pre-coated
protein G or anti-IgG) nanoparticles was confirmed by performing
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ompetition curves in milk reference material, showing that the
atrix effect is not greatly affecting neither the linear working

ange, neither the recovery rate nor the midpoint value.
In conclusion, we have demonstrated that a competitive

mmunoassay for AFM1 based on the use of superparamagnetic
anoparticles is reliable, easy to perform and time efficient.
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a b s t r a c t

An overview of the advances in technologies, which can be used in the field as well as in a laboratory for
the measurement of uranium in diverse matrices like, waters, minerals, mineralized rocks, and other ben-
eficiation products for its exploration and processing industries is presented. Laser based technologies,
ion chromatography, microsample X-ray analysis method followed by energy dispersive X-ray fluores-
cence technique (MXA–EDXRF), sensors for electrochemical detection followed by cyclic voltammogram
and alpha liquid scintillation counting techniques are the most promising techniques. Among these tech-
niques, laser fluorimetry/spectrofluorimetry, in particular, is the technique of choice because of its high
performance qualification (PQ), inherent sensitivity, simplicity, cost effectiveness, minimum generation of
analytical waste, rapidity, easy calibration and operation. It also fulfills the basic essential requirements of
reliability, applicability and practicability (RAPs) for the analysis of uranium in solution of diverse matri-
uture trends ces in entire nuclear fuel cycle. A very extensive range of uranium concentrations may be covered. Laser
fluorimetry is suitable for direct determination of uranium in natural water systems within the �g L−1

and mg L−1 range while differential technique in laser fluorimetry (DT-LIF) is suitable for mineralized
rocks and concentrates independent of matrix effects (uranium in samples containing >0.01% uranium).
The most interesting feature of TRLIF is its capability of performing speciation of complexes directly in
solution as well as remote determination via fiber optics and optrode. Future trend and advances in lasers,

miniaturization and automation via flow injection analysis (FIA) has been discussed.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Uranium, thorium and plutonium are the basic elements for uti-
ization of “nuclear fission” energy [1]. On average, the earth’s crust
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ontains nearly about 4 mg kg−1 uranium, 12 mg kg−1 thorium and
ractically no plutonium. Natural uranium has two main isotopes,
38U (99.3%) and 235U (0.7%). 235U is the only naturally occurring

fissile’ material. The extra available neutrons after maintaining the
hain reaction are utilized in transmuting the naturally occurring
38U and 232Th isotopes to produce man-made fissile isotopes
39Pu and 233U, respectively. 238U and 232Th are called ‘fertile’
sotopes. The fission energy is utilized in a nuclear power reactor
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or generation of electricity or in a nuclear explosive device for
last and thermal radiation damage. The fission process emits
bout 200 MeV per fission while a chemical reaction occurring
n fossil fuels releases about 2–4 eV only per atom of carbon. The
ssile and fertile materials are used only for generating fission
nergy and additional fissile materials, respectively, while fossil
uels like coal or oil have several applications other than generating
nergy. These fissile materials led to the development of ‘nuclear
xplosive devices’ based on weapon grade 239Pu (<10% 240Pu) and
igh enriched uranium (HEU: >90% 235U). Since there is no formal
xchange of uranium as is for other commodities like gold or oil,
ranium is, therefore, an element of strategic importance.

Uranium is nearly ubiquitous, [2–4] due to its polyvalence (+4,
6), large atomic radius (0.97 Å), high chemical reactivity, relative
olubility of U(VI) compounds in aqueous solution, and relative
nsolubility of U(IV) compounds. Uranium forms many compounds,
nters in to the structure of many minerals and disperses readily.
ue to charge discrepancy, some limited U(IV) substitution occurs

or Ca(II) in apatite, sphene, and fluorite but it undergoes exten-
ive isomorphism with Th(IV) due to similar charge and radius. In
rimary minerals, such as pitchblende/uraninite or coffinite, ura-
ium occurs in the quadrivalent state. Under oxidizing conditions,
exavalent uranium appears as the uranyl ion, UO2

2+ (VI), which
s linear and polar in nature. Uranyl ion is very stable, maintains
dentity through many chemical transformations, as found in many
econdary uranium minerals. Cations in these secondary miner-
ls are loosely held, added or removed by base exchange reactions
ithout touching the UO2 keyed layer structures in solids repre-

ented by the general compositions, such as, A[(UO2)(RO4)]XH2O;

[(UO2)(RO4)2]XH2O; B[(UO2)(CO3)2]XH2O; where A = K(I), Na(I),
(I); B = Ca(II), Ba(II), Mg(II), Cu(II), Fe(II), Pb(II); R = P(V), As(V),V(V).
hese secondary minerals are variably soluble in aqueous solu-
ion. Uranium in significant concentrations may be transported
hroughout a wide range of Eh and pH conditions as various
ranyl complexes. In this way, uranium is a relatively mobile ele-
ent in many surface or near-surface environments. Geochemical

xploration methods and its prospecting can be based on the mea-
urement of trace quantities of the metal itself in waters, soils,
ediments or rocks. Since, uranium is its own best indicator, there-
ore, a better precision at all concentration levels is essential.

It is only hexavalent uranium [4,5], U(VI), present in the
ranyl ion, UO2

2+ (VI) phosphoresces with a relatively long life-
imes of �s, while uranium of other valencies being essentially
on-luminescent at the wavelengths of excitation used for its deter-
ination by fluorimetry [6]. Laser-induced spectroscopic studies

f uranium(IV) have shown fluorescence properties observed in
he UV–vis region with the lifetime <20 ns at room temperature
y excitation light at 245 nm, which is corresponding to the 5f–5f
lectronic transition (=40820 cm−1) of this element in this oxida-
ion state [6]. Thus, uranyl compounds have a distinct well-known
haracteristic long-lived green luminescence which can be isolated
y optical filters and measured as intensity with a photodetector to
ive an indication of the uranium concentration in a sample. In an
on as heavy as UO2

2+ (VI), it is in fact arguable whether or not elec-
ronic states of pure character exists [8,9]. The origin of the visible
uminescence of the uranyl ion has been attributed to both fluo-
escence and phosphorescence [7,8]. The luminescence intensity,
adiative lifetimes and spectral resolution in the emission from the
ptically excited uranyl ion were all remarkably enhanced in the
resence of high concentrations of acid (protons), base (hydrox-
de ions) and pyrophosphate. This enhancement effects are partly
ue to increases in absorptivity at the excitation wavelengths used,
ut mostly arise from the formation of chemical complex having
ibronic structure, in which the UO2

2+ (VI) ion acquires a higher
robability for radiative transitions. The green emission charac-

t
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eristic of the uranyl ion originates in a triplet states and decays
xponentially. The emission spectrum is quite characteristic, with
hree regularly spaced peaks at approximately, 494, 516 and 540 nm
f strong O U O bonds [4]. Thus, this enhancement of fluorescence
ffects in laser-dyes is brought about by imposing rigidity on the
exible molecular framework by internal chemical bonding or by

reezing-out rotational motion by use of a highly viscous solvent.
oreover, whether excitation occurs in the ultraviolet, the so-called

inglet absorption, or in the visible region, triplet absorption, the
mission spectrum, lifetime, and intensity of optically excited solu-
ions of uranyl nitrate are comparable [8].

There are many methods for the determination of uranium
n geological materials [9]: gravimetric, volumetric, spectropho-
ometric, fluorimetric, radiometric and XRF analyses. Choice of a
articular method depends primarily on the nature of the sam-
le being analysed and on the amount of uranium in it. Analytical
echniques with sufficient sensitivity in aqueous solutions include
eutron activation [10], fission track [11] and optical fluorimetry
12]. In conventional fluorimetric method [12,13], after solvent-
xtractive separation of uranium from accompanying matrix, the
iquid sample containing uranium compound is first evaporated
arefully to dryness and the residue is fused at a high tempera-
ure with a carbonate–fluoride flux to produce a solid disc. The
isc is then placed in an optical fluorimeter where it is illumi-
ated by ultraviolet light to cause the fluorescence of uranium. This
onventional fluorimetric method of analysis for uranium in aque-
us samples suffers from a lack of sensitivity, limited precision,
nd complicated time-consuming preparative chemistry. More
ecently, Hou and Roos [14] reviewed the critical comparison of
adiometric and mass spectrometric methods for the determination
f uranium and other radionuclides in biological, environmental
nd waste samples. In this article, different radiometric meth-
ds, such as gamma (�)-spectrometry, alpha (�)-spectrometry,
nd beta (�)-counting, and mass spectrometric methods, such
s ICP-MS, accelerator mass spectrometry (AMS), thermal ion-
zation mass spectrometry (TIMS), resonance ionization mass
pectrometry (RIMS), secondary ion mass spectrometry (SIMS)
nd glow discharge mass spectrometry (GDMS) and their appli-
ation for the determination of radionuclides are compared. The
pplication of on-line methods (flow injection/sequential injection)
or separation of radionuclides and automated determination of
adionuclides is also discussed. This review paper will be helpful
o the analysts and researchers to select the most suitable tech-
iques as well as to improve upon the analytical capabilities for
uch applications.

With advancements in electronics, instrumentation and
utomation at microlitre liquid delivery lines controlled by micro-
omputers, there is a great pressure to change/or replace the age
ld conventional time-consuming extractive methods [9,12,13] for
ranium determination in diverse matrices, owing to the skilled
anpower necessity, minimization of generated analytical wastes

nd rising costs, even in the developed countries [15,16].
In this review article, an overview of the advances in tech-

ologies for the determination of uranium in diverse matrices is
resented. Special emphasis is placed on the wide utility of laser
uorimetry/spectrofluorimetry.

. Available technologies

.1. Laser based instrumental techniques
The laser based instrumental techniques, such as, fluorime-
er/spectrofluorimeters/phosphorimeters were evolved during the
ast three decades, utilizing the half-life of phosphorescent uranyl
ompounds and its decay as a diagnostic method for the low cost,
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minerals by decomposing the samples with HNO –HF–HClO in
ig. 1. Variation of the time constant of decay of intensity of the phosphorescence
f uranium (VI) with the concentration of uranium, in an aqueous solution [5].

imple and direct determination of uranium at �g L−1 levels in nat-
ral water samples for hydro-geochemical reconnaissance surveys
or uranium.

.1.1. Laser fluorimetry
In this technique [4], the heart of the system is the light source –

compact sealed nitrogen laser, which emits ultraviolet (337 nm)
hort-lived pulses (3–4 × 10−9 s) at a repetition rate of 15 pulses per
econd. A laser is used in preference to other sources of ultravio-
et light because the resultant pulse is intense yet self-terminating,

onochromatic, and highly directional; the full output power is
hus easily directed and focused on the sample cell. The phospho-
escence in the cell is detected by a photomultiplier tube (PMT)
solated by a green-transmitting filter (480–540 nm). This tech-
ique comprises the steps of exciting the uranyl ion in the sample
y projecting electromagnetic energy of suitable wavelengths and
easuring the decay with time of the uranium phosphorescence

fter the termination of the incident electromagnetic radiation.
This technique is based mainly on the following observations

5]: (1) At a very low concentrations (U less than 1 mg L−1), the
alf-life of phosphorescence of uranium in an aqueous solution

ncreases very rapidly as the concentration decreases, (Fig. 1). (2)
t low uranium concentrations, the effect of adding certain anions,
otably polyphosphates, to the sample to be tested is to increase
arkedly the initial quantum yield. At the same time there is no

nhancement of organic luminescence by the addition of these
nions, and, thus such addition can be used to enhance the ura-
ium luminescence selectively. A phosphate taken from the group
yrophosphate, tripolyphosphate, tetraphosphate, trimetaphos-
hate, tetrametaphosphate and hexametaphosphate is effective.
his family of reagent is sensitive to acid and will decompose even-
ually to simple monophosphates in highly acidic solutions. The

onophosphate solutions so generated are considerably less effec-
ive in stimulating the luminescent efficiency of the uranyl ion. A
uffer is, therefore, added to reduce the acidity of the solution.
ince the phosphorescence enhancement is pH-dependent. The
olyphosphate was added to buffer in the ratio of about 1 to 10. The
rimary function of the fluorescence-enhancing agent (complex-

ng agent + buffer) is the formation of the single phosphorescent

ranyl species, but it also acts as a strong complexing agent for
ther metals in solution to reduce their effects on uranyl lumi-
escence. The pH of the polyphosphate (pyrophosphate) solution
as maintained at the optimum value for phosphorescent inten-

T
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ity at pH ∼ 8 by adding a phosphate buffer as well as for optimum
asking efficiency for other interfering metals.
During these years, this technique has grown and utilized

he potentialities for its wide and diverse applications for the
etermination of uranium in rocks, minerals, mineralized rocks,
ineral beneficiation products, concentrates, etc. for exploration

rogrammes and U-processing industries. Different laser fluorime-
ers are shown in Fig. 2(a–c).

In view of the rapidity and simplicity of measurement by laser
uorimetry, the main emphasis was either on developing new
uorescence-enhancing reagents or on methods of measurements

or different types of sample matrices. Several workers have devel-
ped methods for the determination of uranium in matrices, like
ocks, soils and sediments, mineralized rocks, concentrates and
ther U-rich materials, in which sample matrix effects are either
liminated by dilution of sample solution to such an extent that
uenching by impurities no longer influences the analysis, or
he separation of the uranium from the quenchers by extraction,
ompensation of matrix effects by use of an internal standards
standard addition), or other methods. Romanovskaya et al. [17]
uggested the possible use of polysilicates instead of Fluran reagent.

method involving the separation of uranium from water sam-
les by co-precipitation with calcium fluoride and measurement
f its laser-excited fluorescence has been developed by Perry et
l. [18]. The reported detection limit of uranium is 10−5 �g L−1.
arms et al. [19] proposed a method for the determination of
ranium in plant ashes and McHugh [20] analysed various min-
rals by laser fluorimetry by fusing the samples with solid KOH.
ikoo and Murty [21] determined uranium in water and geological
amples by decomposing the materials with HNO3–HF and fusing
he residue with Na2O2 using a mixture of ammonium dihydro-
en phosphate and phosphoric acid as a fluorescence-enhancing
eagent. However, it was found that this fluorescence-enhancing
uffer is unsuitable for water samples due to severe quenching by
alides, in particular, chlorides [15]. The quenching effect in laser
uorimetry has also been studied repeatedly [22,23]. Campen and
achmann [22] presented a comparative analytical performance of

aser fluorimetry with other techniques. Zook et al. [23] developed
versatile, direct method for the determination of trace amounts
f uranium in solution utilizing pulsed laser fluorimetry and a
yrophosphate fluorescence-enhancing reagent. Authors claimed
he measurement with a 2–3% relative standard deviation and accu-
ate to better than 1% in the 0.01–4 mg U kg−1 range. The detection
imit is 0.005 �g L−1 uranium. Time required per determination was
min. A special feature of the method was the use of a standard
ddition technique to eliminate sample matrix effects. The most
nteresting and simplified application of standard addition method
s in the determination of uranium by laser-induced fluorescence
echnique in hydro-geochemical samples (water samples) each dif-
ering widely in its matrix composition [9,23,24].

Whitkop [25] reported a method for trace analysis of uranium
n plutonium process stream samples containing large quantities
f fluorescence quenchers. The effect of quenchers was eliminated
y selective extraction of uranium from an aqueous sample into
ri-n-butyl phosphate, with subsequent stripping into dilute phos-
horic acid phase, and followed by its determination using the
tandard addition method by laser fluorimetry. The reported detec-
ion limit of uranium is 1 �g L−1. The precision of the analysis was
n the range of ±7% relative standard deviation. Veselsky et al.
26] have developed a procedure for determination of uranium in
3 4
eflon beakers, the sample residue was then dissolved in 2 ml of
NO3 (1 + 25) + 10 ml of Ca(NO3)2–EDTA solution (400 g of calcium
itrate and 6 g of disodium EDTA + 100 ml of water; warm until dis-
olved), followed by extraction with isobutyl methyl ketone (IBMK)
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A comparison of different techniques for the determination of
ig. 2. (a) UA-3 Uranium analyser (Scintrex, Canada). (b) Digital laser fluorimeter
fabricated by India). (c) Laser uranium analyser (miniaturized – fabricated by RRCAT,
NDORE, India).

nd back extraction with 10 ml of 0.001 M HNO3 and subsequent
easurement using laser fluorimeter. Kochan and Shuktomova

27] reported a method for microamounts of uranium determi-

ation in soils after separation of uranium from luminescence
uenchers from liquid preparations by precipitation in strongly
asic carbonate medium in the presence of activated charcoal (as
collector of precipitate) and subsequent uranium determination

u

L
A

77 (2008) 9–20

y laser-induced luminescence registration of its polysilicate com-
lexes. Premadas and Saravanakumar [28] used laser fluorimetry
or the direct determination of uranium at trace level using sodium
yrophosphate as fluorescence-enhancing reagent and used the
alibration method as well as standard addition/spiking in rutile,
ircon, and monazite minerals and after separation in ilmenite, soil,
ediment, coal fly ash and red mud samples. The major problems in
he uranium determination of these minerals are: (i) preparation of
clear sample solution, (ii) presence of interfering elements at very
igh concentrations and (iii) accurate determination of uranium
t trace level (10 mg kg−1 or less). Ilmenite sample is decomposed
y heating with ammonium fluoride. Rutile, zircon and monazite
inerals are decomposed by fusion using a mixture of potassium

ifluoride and sodium fluoride. Environmental and industrial waste
aterials were brought into solution by treating with a mixture

f hydrofluoric and nitric acid. Rathore et al. [15] studied acidic
uffer mixtures containing different dihydrogen phosphates plus
hosphoric acid as a uranyl fluorescence-enhancing reagents in

aser fluorimetry. An accurate and precise method for uranium
etermination in mineralized rocks and concentrates was devel-
ped, in which interferences were eliminated by dilution of sample
liquot using push-button microlitre pipettes (taking advantage of
igh sensitivity and selectivity of laser fluorimetry) thereby bring-

ng the concentration of uranium within the operational range of
he instruments and computing the results using differential tech-
ique. These single push-button pipettes [29] combine superior
ccuracy (±0.6%) and precision (<0.2%) over the volume range from
00 to 1000 �L, with ease of use for applications where one cannot
fford to make mistakes, and were found to be most suitable for
ingle step large dilutions. The authors utilized the technique used
n differential spectrophotometry for selecting the appropriate ref-
rence standard concentration to obtain the maximum precision
ossible in any given analysis and introduced differential technique

n laser fluorimetry (DT-LIF). Differential technique (DT) [15,16] is
ased on the comparison of the fluorescence of the reference solu-
ions or certified reference materials with a sample of similar but
nknown concentration on the same sample weight or dilution
asis, wherein all samples are subjected to exactly the same proce-
ures and measurement steps such that the whole methodology is
hecked [9]. A simple one- or two-step dilution of sample solution
ith distilled water removes matrix effects (linear decrease in ura-
ium content but an exponential decrease in quenching effects).
his method is free from high concentration of nitric acid and
atrix effects because of microlitre sample volumes as per the pre-

cribed procedure [15,16]. It was interesting to note that in practice,
he accuracy and precision of DT was found to be comparable with
ifferential spectrophotometric technique as well as to classical
itrimetry and gravimetric methods. Since DT fulfills the essen-
ial requirements of both equipment and method calibration [30],
t is, therefore, a self-standardized and an absolute methodology
y using standards of accurately known concentrations, such as,
ertified reference materials [16,30].

In laser fluorimetry, the choice of the fluorescence-enhancing
eagent is of great importance and depends mainly on the matrix
omposition (presence of quenching and/or absorbing species)
nd uranium concentration level. The desired acceptable precision
t different concentration levels in an instrumental technique is
chieved by the choice of mainly two aspects [31]: (1) choice of
deally suited (fluorescence-enhancing) reagent systems, and (2)
ifferent methods of measurement.
ranium in diverse matrices [9,16,31] is presented in Table 1.
Later, a digital read-out laser fluorimeter [32] was fabricated by

aser Applications and Electronics Division, RRCAT, Department of
tomic Energy, Indore, India (weighing 15 kg), Fig. 2(b) [15,32]. The
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Table 1
Comparison of the performance of the differential technique with other techniques for the determination of uranium

Conventional fluorimetry9,16 Solvent-extractive spectrophotometry9,16 Classical titrimetric and
gravimetric methods9,16

Differential technique in laser
fluorimetry9,16

1. Time consuming, multiple steps 1.Time consuming, multiple steps 1. Time consuming, multiple steps 1. Simple, rapid, easy calibration
operation, and high PQ

2. Separation step is mandatory 2. Separation step is mandatory 2. Separation step is required
except in Davies and Gray
titrimetric method

2. No separation step is needed,
thus saving of manpower per hour.

3. Less precision 3. Less precision 3. High precision 3. High precision
4. Moderate accuracy 4. Moderate accuracy 4. Most accurate 4. Most accurate
5. Applicable up to 500 mg kg−1 U3O8 5. Applicable to >500 mg kg−1 to 1% U3O8 5. Applicable to more than 5% U3O8 5. Applicable to dynamic range of

concentration (<0.01% U3O8)
6.Analytical waste generated is maximum 6. Analytical waste generated is maximum 6. Analytical waste generated are

maximum
6. Analytical waste generated are
minimum (microlitre sample
volumes, no effect of high acidity
of nitric acid)
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. It is a laboratory technique 7. It is a laboratory technique

aser intensity response was found to be unaffected with prolonged
se of the instrument up to more than 3 years [15,16,32]. This is
eyond doubt a significant breakthrough in laser design. But, this

nstrument lacks the sensitivity control and range knobs vis-a-vis
A-3 uranium analyser. These two features in Scintrex UA-3 laser
uorimeter have significant advantages. Range knob facility (low
nd high range) is useful to increase the concentration range of the
nstrument (without the need for dilution of samples) as well as to
xactly know and facilitate the appropriate dilution of samples con-
aining high concentration of uranium. Likewise, sensitivity control
acility again is more advantageous to calibrate the instruments in
he desired range of concentration and necessary scale-expansion.

.1.2. Time-resolved laser-induced fluorimetry (TRLIF)
This technique [33] specifically has additional features over the

aser fluorimetry such as: (1) it has a dispersive system making it
ossible to obtain the spectrum giving the fluorescence intensity as
function of the emission wavelength. This spectrum is perfectly

haracteristic of uranium; its recording is the only way of ensur-
ng that the actual measured signal corresponds to uranium, and
2) this technique makes it possible to measure the lifetime of the
xcited states of the uranyl species or, this amount to the same
hing, to follow the decay of its fluorescence over a period of time.
hus, it provides vital information concerning the composition of
he solution.

The process for the determination of traces of uranium in solu-
ion by the known spectrofluorimetry method comprises of exciting
he fluorescence of the uranium molecules in solution in the acid
hosphate medium (H3PO4) by a pulsed nitrogen laser shot oper-
ting on a wavelength of 337 nm and which emits at a frequency
f 30 Hz pulses lasting 5 ns, wherein the exponential decay curve
f said fluorescence is studied for a given wavelength, the value of
0 of said same fluorescence is deduced at the end of each laser
ulse and it is compared with the value F0

′
obtained for a standard

ranium solution containing a known uranium quantity. Behind
he measuring cell is positioned a monochromator, which selects
he wavelength chosen for examining the fluorescence. The pho-
omultiplier, which on its output line, supplies electrical signals
orresponding at all times to the intensity of the fluorescence emit-
ed in the measuring compartment. These signals are distributed

etween an oscilloscope, thus making it possible to display the
ignals received and an averaging means which making it possi-
le to both position the time reading window beyond time t1 and
easuring the intensity corresponding to said window position.

he computer makes it possible to acquire the data from averaging

m
d
t
c
p

7. It is a laboratory technique 7. It is a laboratory as well as field
technique

eans, as well as to control monochromator and the position of the
easuring window.
This technique [33] is based on the fact that it is possible, by

easuring the decay curve of the fluorescence intensity of uranium,
o obtain the value of F0 of said fluorescence immediately at the end
f each pulse of the laser shot. Thus, the fluorescence, which is a
unction of the time F(t) can be written at all instants in accordance
ith the Eq. (1),

(t) = F0e−t/� (1)

n which, F0 is the value of said fluorescence at the end of each pulse
f the laser shot. Moreover, the value F0 of this initial fluorescence
an be written according to Eq. (2);

0 = kεItirr.[UO2+
2 ] (2)

n which k is an equipment factor, F0 is the initial fluorescence, ε
s the molar extinction coefficient of the uranyl at the wavelength
f the laser, I is the intensity of the laser line, tirr. is the irradia-
ion time of each pulse, usually approximately 5 ns and [UO2

2+]
s the concentration of the uranyl molecules in the solution to be
xamined.

It can be seen that for given laser operating conditions, value F0
s proportional to the uranium concentration which is wished to

easure. However, this quantity F0 is not generally accessible due
o the spurious emission phenomena (due to organic substances),
hich mask the fluorescence of the uranium by being superim-
osed thereon for a varyingly long time t1 after each excitation
ulse.

Conversely, on measuring F(t) for different values of the time t
hosen beyond t1, in such a way that the spurious fluorescence has
isappeared, it is possible to plot the straight line, whose equation
orresponds to the logarithm of Eq. (1), i.e.:

F(t) = L F0e−t/� (3)

By experimentally plotting several points, it is possible to plot a
traight line, whose slope gives the value of 1/�, and the ordinate
t the origin, the value of the logarithm of F0, which finally makes
t possible to calculate the value of F0. It was found in a remarkable

anner that, under certain fixed experimental conditions (char-
cteristics of the emitting laser and the geometrical shape of the

easuring container), said value F0 is a constant which is indepen-

ent of the measuring medium. Thus, it is possible by measuring
he value of F0 obtained on a sample to be determined with the
orresponding value F0

′
obtained on a standard solution sample

roduced in the laboratory and containing a known uranium quan-
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ity, to obtain the direct determination of a solution by external
alibration, which consists of comparing the result obtained on the
ample with that of a reference solution.

The studies carried out by Mauchien et al. [33–40] and Moulin et
l. [41–53] on time-resolved laser-induced fluorimetry (TRLIF) are
ommendable. Highly methodical and extensive studies related to
he quenching and inner-filter effects were carried out and pre-
ented a general formula accounting for both these effects.

The great advantage of TRLIF is its triple resolution: (1) excitation
esolution by the proper choice of the laser wavelength (N2, tripled,
r quadrupled Nd:YAG, dye, etc.); (2) emission fluorescence, which
ives characteristic spectra of the fluorescent cation (free or com-
lexed); and (3) fluorescence lifetime, which is characteristic of its
nvironment (complexation, quenching).

These two later types of data provide useful information on
he chemical species present in solution. A detailed studies were
eported related with the uranyl absorption spectra in various
itric acid solutions, ([HNO3] from 0.5 to 4.1 M), [43,46]; ura-
ium fluorescence spectrum close to the limit of detection in nitric
cid; influence of nitric acid on uranyl time-resolved fluorescence
pectrum; uranyl fluorescence decay curves for various nitric acid
oncentrations; uranyl fluorescence decay curves at various nitric
cid concentrations for different temperatures [43] and uranyl flu-
rescence spectra and main spectroscopic parameters in various
edia used in TRLIF [50]. From these studies, it is concluded that the

se of an appropriate gate position eliminates both quenching and
refilter effects associated with nitric acid concentration in TRLIF.

Complexation studies of radionuclides (such as uranium) are
mportant in order to predict their migration behaviour in natural
ystems as well as in nuclear reprocessing medium. Moulin et al.
46] reported various studies related with uranium speciation in
olution by TRLIF. The most interesting feature of TRLIF is its capa-
ility of characterizing species present in solution by modification
f the fluorescence spectrum (and lifetime) and thus perform-
ng speciation (determination of complexes directly in solution).
tudies were reported on the variations in the uranyl fluorescence
pectrum at low concentration (100 �g L−1) as a function of pH in
non-complexing medium (NaClO4); speciation diagram of ura-

ium(VI) and compared uranyl fluorescence spectrum at pH 1
nd first hydroxide complex fluorescence spectrum [46]. A total
f nine uranyl species appear in the pH range 2–10 but primarily
ydroxide and carbonate complexes. Hence, at pH 1, only UO2

2+

s present in solution; at pH 4, UO2OH+ appears; at pH 7, sev-
ral uranyl-hydroxide complexes are present (UO2OH+, UO2(OH)2,
O2(OH)3

−, UO2(OH)4
2−, (UO2)(OH)3+) as well as uranyl-carbonate

omplexes (UO2CO3, UO2(CO3)2
2−); at pH 10, uranyl tricarbon-

te, UO2(CO3)3
4− is the predominant species. Second, the lifetimes

bserved for pH 7 are of the same magnitude and direct speciation
t this pH is not straightforward as too many species are present.
ince lifetime obtained for pH 1 (where UO2

2+ is only present) and
H 4 (where UO2OH+ appears) are distinctly different, namely, 2
nd 80 �s, respectively, speciation by time resolution is performed.
hus, placing a gate 40 �s after the laser pulse allows only the
uorescence due to UO2OH+, which was compared with the flu-
rescence of the free uranyl obtained at pH 1. The same spectrum
for free uranyl) is obtained at pH 4 by placing a gate only 1 �s after
he laser pulse and with a short duration (to avoid the important
ontribution of the long-time component). Through these mea-
urements, fluorescence wavelengths are shifted 10 nm between
he free uranyl and the first hydroxide complex and lifetimes move

rom 2 (for UO2

2+) to 80 �s (for UO2OH+). By varying pH and ura-
ium concentration in the absence of carbonate ions and at fixed

onic strength, it was possible, together with free uranyl UO2
2+, to

dentify spectrally and temporally all the uranium-hydroxo com-
lexes, namely, UO2OH−, UO2(OH)2, UO2(OH)3

−, (UO2)2(OH)2
2+,

n
o
i
i
i
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UO2)3(OH)5
+ and (UO2)3(OH)7

− [46]. Moulin et al. [48] also used
onvolution procedure for speciation of uranyl species, UO2

2+ and
O2OH+). Couston et al. [49] reported speciation of uranyl species

n nitric acid medium by TRLIF based on the assumptions made on
pectral distortion, leading to a spectral deconvolution model. With
he use of very well characterized chemical conditions (uranium
oncentration, pH, ionic strength, atmospheric partial pressure)
nd whenever possible, time resolution and then spectral deconvo-
ution, acquisition of precise fluorescence spectra and lifetimes for
ifferent uranium-hydroxo complexes proved to be feasible. Some
ore reported results are interesting, such as, speciation diagram of

ranium in nitric acid [52] and also uranium fluorescence spectrum
n nitric acid, together with the theoretical spectrum obtained for
he contribution from free uranyl and the first and second nitrate
omplexes. Thus, the applications of TRLIF coupled with spectral
onvolution will be particularly promising to validate the existence
nd proportion of uranium species.

The state of the arts in time-resolved laser-induced fluores-
ence for actinides analysis and trends towards the use of TRLIF
or remote determination via fiber optics and optrode as well a
peciation, are well documented in the literature [54]. The instru-
entation has progressed [47,54]; gas laser have been replaced by

olid state laser (tripled to quadrupled Nd-YAG) and monocanal
etection (photomultiplier) has been replaced by multi-channel
etection (pulsed intensified photodiodes array). Imaging detectors
ased on an image intensifier have been used for the measure-
ent of luminescence [55]. Time-resolved optical array detectors

nd charge-coupled device (CCD) cameras have been used for
ore than a decade by several companies in equipment designed

or studying the transient, unstable luminescence phenomena. To
easure fast spectral changes, for example in the nanosecond

ange, the above devices may be generally coupled with a fast,
atable, proximity-focused image intensifier [56,57]. By the use of
hese imaging detectors, speciation studies of this tetravalent ura-
ium ion can be expected. The evolution of the TRLIF instrument
as finalized by the commercial apparatus FLUO 2001 (DILOR)
nder CEA license, which is now in operation in several labora-
ories of COGEMA, ANDRA, CEA for various applications in nuclear
uel cycle. The main laser source used in TRLIF, nitrogen laser, has
everal drawbacks for remote uranium determination in nitric acid;
on-negligible nitric acid absorption at 337 nm, poor beam quality
nd fiber optics transmission loss. The use of tripled Nd-YAG laser
355 nm) for such purpose has several advantages: lower nitric acid
bsorption, better beam quality, better fiber transmission and solid
tate technology. Despite lower uranium absorption coefficient at
55 nm compared to 337 nm, tripled Nd-YAG laser seems promis-
ng as laser source for on-line uranium determination by TRLIF [47].
nother interesting feature of TRLIF is the possibility to perform
emote measurements via fiber optics and optrode [46,54]. Such
nstrumentation has been developed to carry out determinations
n glove-box and shield cell. Jia et al. [58] have reported the applica-
ion of laser-induced optical fluorimetry to the analysis of ultralow
evel of uranium. The fluorescence spectrometer includes five major
omponents: a pulsed nitrogen laser, optical fibers, an optrode, a
etector and a boxcar. The fluorescence intensity of uranyl ions is

inear with respect to uranium. The detection limit of uranium in
M phosphoric acid is 24 �g L−1. This technique can be used for

he remote, on-line measurement of low-level uranium. Wangen
nd co-workers [59] have reported the determination of uranyl in
queous solutions using a fiber-optic-based, time-resolved lumi-

escence sensor. They have coupled TRLIF with the use of a remote
ptical sensing device, a flow optrode, by using fiber-optic cables
n order to probe for uranyl in aqueous solutions. The flow optrode
ncorporates a Nafion membrane through which UO2

2+ can diffuse
nto a reaction/analysis chamber which contains phosphoric acid,
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reagent which enhances the uranyl luminescence intensity and
xcited-state lifetime. The excited-state lifetime measurement pro-
ides information on the chemical environment within the sensor.
ore compact and portable systems using new laser technology

microchip laser pumped by diode) [44,54,60] are now being devel-
ped for tracer experiment or uranium monitoring.

The fast and sensitive methods were developed for use in the
uclear fuel cycle for ultratrace determinations of actinides and lan-
hanides [39]. Among the actinides and lanthanides, the ones that
re fluorescent in solution are uranium, curium, americium, and
uropium, terbium, dysprosium, samarium, gadolinium, cerium,
hulium [39]. These elements have been studied in different com-
lexing media (nitric, phosphoric, sulphuric, carbonate, micellar)
nd have been analysed from the �g L−1 to the ng L−1). It is worth
entioning that the results of an inter-laboratory round-robin

tudy of the application of time-resolved emission spectroscopy
61] to the speciation of uranium(VI) in aqueous media were
resented. As concluded based on these studies, (i) electronic
xcitation is localized within the UO2

2+ group. (ii) Vibronic fine
tructure is observed in both absorption and luminescence spectra,
nd it depends on both the nature and symmetry of the species.
he spectroscopic signature of a given U(VI) species can be made
hrough its emission spectrum, not through its lifetime value. (iii)
complete description of the medium (chemical composition and

otal ionic strength value) is necessary to allow comparison of life-
ime for free U(VI), and probable uranyl complexes. Indeed different
pectral signatures are observed for each emitting uranyl species.

.1.3. Laser-induced kinetic phosphorimetry
In this technique, a pulsed visible-region dye laser [8,62,63],

an selectively excite the normally spin-forbidden transition to the
xcited triplet state in a given vibronic fine structure band of UO2

2+

nd phosphores with a lifetime characteristic of its matrix environ-
ent.
A method is described for measuring uranium in aqueous solu-

ion comprising [8,62,63]: (a) adding 1.5 ml of 1 M phosphoric acid
o a 10 ml aliquot of a suitable sample to convert any uranium
resent to a uranyl phosphate complex; (b) irradiating the sample
ith a laser light pulse having a wavelength of 425 nm, (laser light
roduced by a nitrogen laser pumped broad band dye laser using
tilbene 420 dye) a band width of 10 nm, peak power of 50 kW, and
ulse duration of 5 ns; (c) observing any resultant emissions at a
avelength of 520 nm at timed intervals of 10 �s duration during

he time from 50 to 400 �s after the laser light pulse; wherein the
atural logarithm of the emission intensity observed in step (c) is
lotted as a function of time yielding an intercept value which is
irectly proportional to uranium concentration.

In this method, the induced phosphorescence may be masked
y laser and Raman scattering, prompt fluorescing organic species,
nd matrix quenching [33,62]. The scattering and prompt fluores-
ence may be screened out by ignoring those photons generated in
he first 50 �s after the laser pulse. The basis for correction of matrix
uenching is derived directly from the photo kinetics of the emit-
ing state. If a given population of the uranyl phosphate is placed in
he emitting excited state then its evolution may be described by
he simple first order differential equation,

dU

dt
= (Kp + Kq)U (4)

here U, is the concentration of uranium in the emitting excited

tate, Kp is the intrinsic rate constant for phosphorescence decay
nd Kq is a summation for all the various channels of radiation less
eactivation. The integrated form of this equation is:

(t) = U(o) exp (−(Kp+Kq)t) (5)

l
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r
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hich can be linearlized to,

n(U(t)) = ln(U(o)) − (Kp + Kq)t (6)

xtrapolation to t = 0 leads to

n(U(t)) = ln (U(o))t=0 (7)

.e., the quenching disappears.
This principle was verified, for the quenching effect of chloride

ons and proved up to an effect of 80%.
Thus, plotting the natural logarithm of the emission intensity

s a function of time yields an intercept of ln(U(o)), a direct mea-
urement of the initially created population, independent of matrix
uenching effects. The decay lifetime, �, is the reciprocal of (Kp + Kq),
hich is the negative reciprocal of the slope in Eq. (6). In this

echnique, the time resolution parameters are computer controlled
nd can be varied in order to obtain the set most suitable for the
pecies to be determined. The number of laser pulses was set at 200,
nless otherwise specified and can be increased to 2000 to enhance
he sensitivity. In this method, using phosphoric acid as phospho-
escence enhancing reagent, the severe quenching is due to the
resence of chloride ions, which necessitates either large dilution
r boiling the sample to dryness with ca. 10% HNO3; the residue was
edissolved with ca. 2 M HNO3 and then diluted to a final volume.
etection limits [7,8,33,62,63] of 1 ng L−1 have been demonstrated,
nd in samples with concentrations greater than 100 ng L−1, rela-
ive standard deviations of less than 3% are achieved routinely. In
ddition to KPA-11, other different models of kinetic phosphores-
ence analysis (KPA) (KPA-11A, 11R and 11T) are available in the
arket [63].

.2. Ion chromatography

A review [64] is available detailing the development of ion chro-
atography (IC) as a selective analytical tool for the determination

f toxic metals and their organic species in many environmental
ample matrices. A brief outline of ion chromatographic principles,
ogether with an overview of the stationary phases used to sepa-
ate metals, namely ion exchangers, modified ion pair sorbents and
helating ion exchangers, and the methods for detecting metal ions
ncluding hyphenation with spectroscopy and sample preparation
chemes are also given. Developed methods are critically examined
or various metals including arsenic, chromium, cadmium, lead,

ercury, beryllium, aluminium and uranium since 1990. Chela-
ion ion chromatography [65], involving a high efficiency neutral
olystyrene-divinylbenzene resin dynamically coated with 2,6-
yridinedicarboxylic acid, has been reported as a novel technique
or the quantitative determination of uranium in complex matri-
es. An isocratic separation method, using an eluent consisting
f 1 M KNO3, 0.5 M HNO3 and 0.1 mM 2,6-pyridinedicarboxylic
cid, allowed the uranyl ion to elute away from matrix interfer-
nces in under 10 min. Detection was achieved using an Arsenazo
II post-column reaction system. Good recoveries were obtained
rom spiked mineral water and sea water and the standard addi-
ion curves produced good linearity (r2 > 0.997) with a detection
imit, calculated as twice baseline noise, of 20 �g L−1. The proce-
ure was applied to the determination of trace uranium in standard
eference water and sediment samples. The results obtained com-
ared well with the certified values for uranium. Two methods
re described for the determination of uranium [66] in process

iquors using ion chromatography based on cation separation and
ation–anion separation with ammonium sulphate–sulphuric acid
s the eluent. The uranium species is detected spectrophotomet-
ically at 520 nm after post-column reaction with 4-(2-pyridylazo)
esorcinol. Chromatographic and detector variables, such as eluent
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omposition and concentration, metallochromic indicator concen-
ration and eluent and indicator flow-rates, are discussed. The

ethod is linear for peak heights up to 15 mg L−1 and has a quan-
itation limit of 0.04 mg L−1 using direct injection. A method has
een reported based on chelation ion chromatography [67], which
ombines selective chelation concentration with analytical separa-
ion and specific detection The selective post-column derivitization
f uranium is accomplished by using Arsenazo III. The detection
imit by direct injection (50-�L loop) is 20 �g L−1 of uranium.
he Eppendorf-Biotronik Portable Ion Chromatograph Model IC
001-2 is a field-portable ion chromatography instrument made

n Germany [68]. This instrumental technique measures anions and
ations in aqueous samples. The instrument is light weight (approx-
mately 16.5 kg) and is powered by either a rechargeable battery
ack or 110 AC. EB-IC used the following configuration for this test:
wo pumps, one for transfer of the mobile phase sample (eluent),
nd one for pumping the uranium complexing agent; a uranium
eparation column; a UV–vis detector; and a notebook computer
unning the Winpeak light. A single time dependent peak which is
irectly proportional to the uranium concentration in the sample

s detected by the UV–vis detector.
This instrumental technique rapidly detected the uranium con-

entration in water, and has a detection limit in the low �g L−1

ange without using the sample concentrating feature. Additional
omparisons with on-site laboratory instrumental techniques,
uch as, kinetic phosphorimetry and laser-induced fluorimetry are
eported. As claimed by authors, overall, the ion chromatography
echnique performed exceptionally well providing a detection limit
f <10 �g L−1 and giving rapid (<5 min) accurate and reproducible
esults for the water samples with uranium concentrations in the
egion of interest (10–40 �g L−1). The per sample operating cost for
his instrument technique is equivalent to the per sample cost for
he currently used kinetic phosphorimetry. The time required to
nalyse a sample and provide a result is approximately the same
or the ion chromatography, kinetic phosphorimetry, and laser-
nduced fluorimetry.

.3. Microsample X-ray analysis method followed by Energy
ispersive X-ray fluorescence technique (MXA–EDXRF)

XRF is a convenient, accurate, and versatile instrument for qual-
tative and quantitative analysis. XRF is used in a variety of areas,
nd there continue to be many innovations and new developments
69–71]. Dewberry [72] outlined a method for determination of
otal uranium amount in solutions. The concentrations of uranium
xamined in that study were 1–15 g L−1 (uranium solutions in 2 M
itric acid). 5 ml aliquots of liquid samples were pipetted in to plas-
ic vials, then each was spiked with 50 �l of 40 �Ci/ml 109Cd source.
he U L-line measurements were used to determine the amount of
ranium. Turner et al. [73] reported a sample preparation method
alled microsample X-ray analysis (MXA). A 50 �L droplet of sam-
le was deposited on an ultra thin (0.15 �m) X-ray window film
upport to dry completely. The resulting residue was then analysed
y XRF for various elements other than uranium over a wide range
f concentration. MXA results from river water samples were all
ithin 12–14% of the known concentrations. Overall MXA results
ere in good agreement with ICP, and GFAA. It was concluded

hat this method is suited for determination of metal ions at low
oncentrations in environmental waters. MXA procedure was later
dopted for determination of U(VI) in water. Quantitative determi-

ation of trace uranium in water by microsample X-ray analysis
ample preparation method [74], followed by the EDXRF analysis,
as been reported. The dried sample residues were analysed on
hilips Analytical (Natick, MA) PW4025 Mini Pal EDXRF Spectrom-
ter. The instrument is controlled by a personal computer (Software

s
i
c
s
s

77 (2008) 9–20

upplied by EDXRF). The MXA sample preparation method offers a
uch higher sample turnout compared to other characterization
ethods available. The XRF analysis is one of the most rapid means

f spectrometry, and the MXA sample preparation procedure takes
nly about 5 min. The method is very inexpensive. Only supplies
besides reagents) needed for sample preparation are XRF sample
ups, X-ray window films, and some micropipettes of appropri-
te volume settings. The simplicity of the MXA sample preparation
ethod may allow application and adaptation for other target ele-
ents. The amount of radioactive waste water generated from the
XA sample preparation procedure is minimal, which is extremely

avourable in terms of environmental protection. The minimum
etection limit of MXA samples is around 180 �g L−1. The appli-
ation of this method includes the tracking of uranium leaching
ehaviour in a simulated ground water storage condition and the
nalysis of surface water sample. To verify the effectiveness of the
XA sample preparation method, UA-3 uranium analyser was used

o measure the same set of uranium sample solutions.
Some adaptations (to suits the needs for different target ele-

ents) include acidification of samples for spot size control for
ilute samples, switching the X-ray film to a thinner kind, sam-
le volume reduction, and XRF parameter adjustments. As long
s the samples used for calibration and the real samples have the
ame matrices similar to each other, matrix effects are minimized.
inimizing the matrix effects improves data accuracy. Thus, the
XA sample preparation method, followed by the XRF analysis,

an provide an affordable, quick, and simple alternative to materials
haracterization.

.4. Calixarenes and calixarence-based sensors (calixarenes
oated gold electrode as a sensors for electrochemical detection of
ranium)

Extensive literature survey review is available on “calixarenes”
ince their discovery as by-products of the phenol formaldehyde
akelites, their different modifications and potential applications
75–77]. Calixarenes are of particular interest to synthetic organic
hemists as well as to analytical chemists because they have two
egions where the molecule can be modified. Each calix [4] arene
olecule has four positions at the top and bottom that can react.

herefore, there is enormous potential for making a large number
f molecules. The calixarene molecule is very symmetrical, which
eans that certain positions may often be of equivalent reactivity

it can either be a help or hinderance). Additionally, some posi-
ions may be more or less reactive than others; some will react
ith electron-rich atoms, some will react with electron-deficient

toms. These principles can be used to design a calixarene molecule.
etals in solution have certain sizes and shapes; so do the differ-

nt calixarene cavities. The different members of calixarene groups
an be made with differently sized and charged cavities which will
ccommodate other entities, such as metal cations and anions. The
nvention has been reported [76,77] describing methods of syn-
hesizing the novel uranium-attractive calixarene dimers and their
ncorporation in to sensors having good sensitivity suitable for use
n electrochemical analysis for the detection of uranium in solution.
epending upon the conditions, chemicals will react either at top
r the bottom of the cup, i.e., the upper or lower rim. By adding dif-
erent chemical groups to the calixarene, the chemical and physical
roperties of the molecule can be radically changed. For example, it

s possible, by adding certain groups, to make calixarenes adhere to

urfaces. Sulphur-containing groups are particularly good at adher-
ng to gold surfaces and by attaching sulphur-containing groups to
alixarenes it has been shown that they can be anchored to gold
urfaces. Once the calixarenes are anchored, they can be used as
ensors by examining changes in the properties of the surface, for
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xample when the calixarene surface comes into contact with met-
ls or vapours. Thus, by anchoring the uranium-loving calixarenes
o a gold surface a sensing method for uranium could be developed.

As reported, when the gold surface of an electrode was exposed
o a solution of the sticky calixarene, a monolayer film of the cal-
xarene disulphide formed. Thus, a film just one molecule thick
as easily prepared and no specialised or expensive film prepa-

ation equipment was required. Once coated, the modified gold
urface was used as an electrode. Gold allows good adsorption of
he calixarene dimers on to the surface of the electrode.

The calixarene coated gold electrode was then dipped in a
est solution containing uranium and used in an electrochemi-
al technique known as cyclic voltammetry. The potential applied
o the electrode was varied and the resulting current measured.
n the presence of uranium ions, the monolayer film generated a
istinct signal, which was proportional to the uranium concen-
ration in the solution. A typical response was obtained using the
yclic voltammogram technique; by measuring the peak height, the
oncentration of uranium solution could be determined. Thus, by
llowing the calixarene molecule to form a film on gold which is
nly one molecule thick, it becomes highly sensitive to the presence
f uranium cations and can be used as an electrochemical sensor.
s reported, the proximity of both the uranyl ion and the calixarene
roup undergoing redox reactions to the electrode surface probably
ontribute to the superior performance of the sensors in accordance
ith the invention [78]. The composition of the real waste sample
as (�g L−1): uranium, 15; beryllium, <1; chromium, 2; iron, 850;
ickel, 13; copper, 11; zinc, 75; cadmium, <1; lead, 4; mercury, <1;
hloride, 380; nitrate, <200. The wastes were analysed using the cal-
xarene modified electrode connected to standard cyclic voltametry
pparatus, either using the bench top instrument or a portable
ini-potentiostat connected to a lap-top. The methodology has

hown excellent response to laboratory generated uranium solu-
ions and with real uranium containing wastes [76–78]. Therefore,
n effect, Atomic Weapons Establishment (AWE), UK has developed

portable, novel, inexpensive and reliable field device having a
ranium-sensitive electrode. As claimed by authors, the film in the
urrent device has demonstrated a limit of detection of 5 �g L−1 of
ranium in dilute sulphuric acid. In addition, studies with uranium
ave shown that calixarenes have fluorescent properties them-
elves, but the addition of a fluorescent group may be necessary
o increase sensitivity for environmental levels. Fluorescence spec-
roscopy is an inherently sensitive technique because it measures
bsolute emission and is likely to provide the most viable detec-
ion method. Likewise, developing sensors for other actinides in
articular, plutonium is underway at AWE.

.5. Alpha liquid scintillation counting

The advantages of alpha liquid scintillation counting (LSC) over
ther types of detector are the easy sample preparation and the
igh counting efficiency (nearly 100%) due to the large (≈4�) solid
ngle and the absence of self-absorption [14]. The various extrac-
ive methods that have been reported for uranium determination
sing LSC can be divided in to two types: non-extractive methods
79,80] in which the sample is dissolved in a miscible scintillator
ocktail, and methods in which the sample is measured by extract-
ng the nuclide of interest in to the organic phase of a non-miscible
ocktail. The principal reagents used in the extractive method are
is(2-ethylhexyl) phosphoric acid (HDEHP) [79–83] and tertiary

mines [84,85]. Based on the latter type of extractant, Oak Ridge
aboratory Inc. (ORDELA) has developed uranium extractive cock-
ail URAEX® for measuring aqueous samples. A review of this and
ther trade extraction cocktails together with their principal com-
onents, has been published by McDowell and McDowell [86].
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cDowell [87] used the Photon-Electron Rejecting Alpha Liquid
cintillation (PERALS®) alpha spectrometer to perform uranium
easurements using only 1 ml of URAEX®. The specific measure-
ent of uranium without extraction of other alpha emitters is

ased on a methodology first developed by Abuzeida et al. [81]
nd applied by Duffey et al. [88] for the measurement of ura-
ium in water samples by selective and quantitative extraction

rom diethylenetriaminepentaacetic acid (DTPA) solution in to an
xtractive scintillator containing di-2-ethylhexylphosphoric acid
HDEHP) acidic extractant and alpha-counting by PERALS® spec-
rometry. This method offers several advantages over the current
PA and ASTM standard test methods for uranium in drinking water,
ncluding speed, simplicity, and isotopic information and has been
roposed as a new ASTM standard test method.

Aupiais [89] further studied the above system and proposed a
apid, robust and simple method to measure uranium in all kinds of
ater samples, even those with very high salinity (e.g. 130 g kg−1).

he method is based on simple chemical treatment, only involv-
ng addition of DTPA, 0.1 M instead of 0.01 M. Sample preparation
s carried out within 2 h for 100 ml samples. One optional step has
een inserted for a few samples to specifically remove Po because
f interference with the 232U spike in the alpha energy spectrum.
hemical yield is about 100% for most of water samples. A par-
icular deconvolution process of alpha energy spectra is applied
o perform accurate determination. The reported detection limit
s equal to 0.2 �g kg−1 i.e., 0.003 Bq kg−1 for 240,000 s counting
ime. Reproducibility of the method is within 5%. This method
howed very good agreement with international and national inter-
omparison exercises for various water samples using other tech-
iques such as, KPA, time-resolved laser-induced fluorimetry and
uorimetry.

. Conclusions and trends

With the advancement in improved laser design and detector
ystems, there is a challenging trend in designing miniaturized as
ell as automated microanalytical systems via FIA and its sequels.
uzicka [90] described the unique features of flow injection anal-
sis (FIA), which will change the concept of solution handling in
he chemical laboratory and make chemical analyses truly com-
atible with tools of the computer age by enabling us to design
icrochemielectronic devices. Christian [91] discussed the role and

mportance of flow analysis in analytical sciences. A review by
uque de Castro and co-workers [92] on valves and flow injec-
ion manifolds is commendable. In this review, the functions of
alves—both injection and selection valves—in flow injection (FI)
or manipulating the manifold as a function of both necessities
nd imagination of the user is reported. Hansen and Wang [93]
eviewed the characteristic of the three generations of FIA, that is,
IA, sequential injection analysis (SIA), and bead injection-lab-on-
alve. Recently, Hansen and Miro [94] discussed and summarized
n the impact of FIA over the last 25 years on our way of performing
hemical analyses and touched upon many of the novel and unique
nalytical chemical possibilities that FIA and its sequels, SIA and
ab-on-valve (LOV), have offered. The challenges of microanalytical
ystems for routine diverse applications are now well understood
nd documented [95,96]. A review article by Schwarz and Hauser
97] on development of detection methods for microfabricated ana-
ytical devices is worth mentioning. A lot of current work is also
ocused on electrochemical methods as these represent the most

irect approach to the signal conversion. Calixarene based elec-
rochemical sensors seem more promising [76–78]. More compact
nd portable systems using new laser technology (microchip laser
umped by diode) [54,60,98] are now being developed for tracer
xperiment or uranium monitoring.
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Table 2
Figures of merit of different microchemielectronic technologies for the determination of uranium concentration

Type of instrument Technique used Instruments make/manufacturers Detection limitsa References

Laser based instrument Laser fluorimetry UA-3, Uranium analyser (Scintrex,
Canada)

0.05 �g L−1 [4,5,23]

Laser fluorimetry Digital read-out laser fluorimeter,
RRCAT, Indore, India.

0.05 �g L−1 [32]

Miniaturized digital read-out laser
fluorimeter, RRCAT, Indore, India

0.1 �g L−1

Time resolution spectrofluorimetry Time-resolved laser-induced
spectrofluorimetry (TRLIS)

1 ng L−1 [33,37]

Kinetic phosphorescence analyser The Chemcheck kinetic
phosphorescence analyser (KPA),
KPA-11 and others (KPA-11A, 11R and
11T), Inc., USA

∼1 ng L−1 [7,8,62,63]

Ion chromatography Field-portable ion chromatography
instrument

The Eppendorf-Biotronik Portable Ion
Chromatograph Model (IC 2001-2
EB-IC), Germany and distributed in US
by Analytical Magnetics Inc. (AMI).

10 �g L−1 [68]

XRF Microsample X-ray analysis
(MXA)–EDXRF analysis

Philips Analytical PW4025 Mini Pal
EDXRF Spectrometer, Natick, MA

∼1 mg L−1 [74]

Sensors for electrochemical detection Calixarenes coated gold electrode
based sensors followed by cyclic
voltammogram technique

Portable-field device having a
uranium-sensitive electrode, AWE, UK

5 �g L−1 [76,77]
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a Detection limit: as reported by authors as per the IUPAC definition, 3�blank/slop

The success of laser-induced fluorescence detection is due to its
igh sensitivity. Recently [99], laser instrumentation section, devel-
ped world’s smallest sealed-off nitrogen laser module measuring
nly 145 mm × 75 mm × 50 mm with integrated H.V. power supply.
ow, they are successful in miniaturizing the digital read-out laser
uorimeter (Fig. 2(c)) version 8.5, specifications: detection limit:
.1 �g L−1, range: 20 �g L−1, excitation source: sealed-off nitrogen

aser, size: 180 mm × 100 mm × 80 mm, power: 12 V DC, weighing
nly 2.5 kg and incorporated the software for scale-expansion, spik-
ng and counting mode. Although, this miniaturized device was
ound to be more suited for field conditions for the measurement
f uranium in hydro-geochemical samples for survey work. But,
his miniaturized version of the instrument unlike the previously
abricated laser fluorimeter (weighing 15 kg; Fig. 2(b)), lacks in
onsistencies in the signal response (low performance qualifica-
ion, PQ) for its varied utility for the determination of uranium
n the aqueous solutions of diverse matrices on routine basis as

ell as for control laboratory. Rathore and Kumar [16] discussed
nd outlined the designing of automated compact micro devices
ased on DT-LIF coupled with flow injection for uranium deter-
ination. The advantages will include accurate spatial control

f reagents and samples, minimum steps, increased through-
ut, automation, minimum generation of radioactive waste, cost
ffective, etc., without the need for skilled operators or special
quipments.

Among the various technologies, laser-induced fluorimetry is
he method of choice for such applications, which can be used in the
eld as well as in a control laboratory. It also fulfills the basic essen-
ial requirements of RAPs: reliability (accuracy and high precision),
pplicability (applicable to diverse sample matrices for wide appli-
ations in entire nuclear fuel cycle) and practicability (inherent
igh sensitivity, high PQ, simple, rapid and direct, easy calibration
nd operation, cost effective). A very extensive range of concen-
rations may be covered, macro quantities in mineralized rocks
nd concentrates to traces in rocks (by using either by standard

ddition method or after solvent-extractive separation); directly
n natural waters. Time-resolved laser-induced spectrofluorime-
ry (TRLIS) is a variant, and complementary to laser fluorimetry
or both fundamental and applied reasons. It is used to evaluate
he speciation, oxidation state, equilibrium distribution, structure,

p
N
H

nd bonding of fluorescent elements. Fluorescence lifetimes often
rovide accurate information about the physical state of a fluo-
ophore, its hydration status, molecules in its vicinity as well as
ossible association with a like fluorophore. Unlike laser fluorime-
ry, the TRLIS can be used for the analysis of other fluorescent
ctinides and lanthanides in solution, such as, curium, ameri-
ium, and europium, terbium, dysprosium, samarium, gadolinium,
erium, and thulium.

In principle, such other reagent systems/analytical procedures
ased on differential technique having minimum steps and direct
etermination of analytes (which need microlitre sample volume
nd measurement at nano or micro level) may prove valuable
bsolute methods in other fields of applications of fluorimetry
nd also in other modern instrumental techniques, in the areas
f clinical pathology, biochemistry, medical research, pharma-
eutical industry, inorganic analysis and other related diverse
pplications.

In summary, a judicious use of various available techniques
o provide quick feed back of analytical results at each phase
f uranium exploration programme is essential, with the overall
bjective of greatly increasing the chances of discovering an eco-
omic deposit at the least possible cost.

The figures of merit of different techniques and their commercial
nstruments available in markets for the determination of uranium
oncentration are summarized in Table 2.The unique relationship
etween uranium and fluorimetry can be described as: An excellent
arriage with unlimited versatility.
In future, new generations of automated microfabricated

evices (microanalytical systems/compact portable devices) hav-
ng high PQ either based on laser fluorescence or calixarene based
lectrochemical sensors will become a reality in analytical labora-
ories.
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a b s t r a c t

Two different fibre coatings, for solid phase microextraction (SPME) sampling, poly(dimethylsiloxane)
(PDMS) and poly(acrylate) (PA), were studied in order to test, for olive oil matrixes, two mathematical
models that relate the directly proportional relationship between the amount of analyte absorbed by a
SPME fibre and its initial concentration in the sample matrices. Although the PA fibre was able to absorb
higher amounts of compounds from the olive oil sample, the equilibrium was reached later then with the
PDMS fibre. In both cases, the amount of analyte present affected the time profile or the equilibrium
time in two of the concentrations studied, 0.256 �L/kg, 2.56 �L/kg and for 2-ethylfuran, pentan-
3-one, pent-1-en-3-one, hexanal, trans,trans-non-2,4-dienal and in the four concentrations studied,
0.256 �L/kg, 2.56 �L/kg, 6.25 �L/kg and 400 �L/kg, for 4-methyl-pent-3-en-2-one, 2-methylbutan-1-ol,
methoxybenzene, hexan-1-ol, cis-hex-3-en-1-ol, trans-hex-2-en-1-ol, 2-ethyl-hexan-1-ol and trans,trans-
dec-2,4-dienal. Comparing the mathematical models of both fibres, the PA-coated fibre showed direct

proportionality between the initial concentration and amount extracted, that allows the possibility of
relative quantification in a non-equilibrium state in non-aqueous media. The same was not observed for
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the PDMS fibre.

. Introduction

In the overall quality of olive oil, the aroma plays an important
ole in directing consumer preference. Some components present
n low concentration, contribute to the pleasant aroma note in olive
ils, but when they are present in higher concentrations their con-
ribution seems to be negative [1]. So it is important to determine,
t least, the relative amounts of the aroma components of olive oil.

Compared to several techniques of sample preparation for gas
hromatographic (GC) analysis of aroma compounds, headspace
olid phase microextraction (HS-SPME) shows some advantages
uch as solvent-free extraction, low sample volumes and low cost.
PME is an equilibrium method, which does not require exhaustive
xtraction of a volume of sample [2].

It is known that olive oil is a complex matrix, with a high con-

ent of natural volatile compounds that have differences, among
ther physicochemical properties, in volatility and polarity. These
ifferent compounds are expected to present different equilibrium
imes. As HS-SPME is a multiphase equilibrium process [3], the
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aximum sensibility is obtained by allowing the analyte(s) to reach
quilibrium. It is not practical to do so when equilibration times are
xcessively long. Ai [4] presented a mathematical model (Eq. (1)) to
emonstrate that SPME quantification, in aqueous solution, using
bres coated with a polymeric liquid, is feasible before absorption
quilibrium is reached, if the amount of analyte absorbed (n) is
roportional to the initial concentration in the sample matrix (C0):

n

n∞ = [1 − exp(−aht)] (1)

∞ represents the amount extracted at equilibrium and the
arameter ah is a measure of how fast partition equilibrium can
e reached in the HS-SPME process. The parameter ah is con-
rolled by mass transfer coefficients, equilibrium constants and
he physical dimensions of the sample matrix, headspace and the
olymeric film. It has different magnitudes depending on the rate-
etermining step of the mass transfer process: matrix/headspace
nd headspace/polymer, diffusion in the polymeric film and evap-
ration from the matrix phase as described by Ai [4,5].
However, in Eq. (1) the initial period of extraction is neglected.
n fact, during the sampling process, when the equilibrium between
ample and headspace is reached, it is disturbed by the introduction
f the fibre needle into the headspace. This disturbance is not con-
idered in the model described by Eq. (1). Moreover, in complex
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Table 1
Typical concentrations and odour characteristics of compounds identified as odorants in olive oil

No. Compound Concentration in olive oil (�g/kg) Odour quality [6]

1 2-Ethylfuran – Powerful, sweet, ethereal, burnt odour, coffee taste on dilution
2 Pentan-3-one 153–1053 [7] –

3 Pent-1-en-3-one 634 [7] Pungent, mustard
40–300 [8]

26 [9]

4 Hexanal 169–6367 [7] Fatty, green, grassy, powerful, penetrating
5 4-Methyl-pent-3-en-2-one – Unpleasant, pungent, vegetable, acrylic

6 2-Methylbutan-1-ol 2809 [7] –
230–10,260 [8]

7 Methoxybenzene – Phenolic, gasoline, ethereal, anise

8 Hexan-1-ol 685–50,200 [7] Herbaceous, woody, fragrant, mild, sweet, green
680–10,260 [8]

9 cis-Hex-3-en-1-ol 252–8587 [7] Fresh, green grass
460–870 [8]

684 [9]
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10 trans-Hex-2-en-1-ol 1118–89,100 [7]
11 2-Ethyl-hexan-1-ol –
2 trans,trans-Non-2,4-dienal 49 [9]

13 trans,trans-Dec-2,4-dienal 127–918 [9]

atrices, such as olive oil, this disturbance is even more impor-
ant, since more equilibria are now being influenced by fibre needle
ntroduction. Ai [5] proposed a biexponential equation (Eq. (2)) that
ccounts for this fact:

n

n∞ = ˛[1 − exp(−ct)] + ˇ[1 − exp(−c1t)] (2)

ybrid parameters ˛, c, ˇ and c1 are defined as

= b1

c − c1
; ˇ = a1

c1
− b1

c − c1
; c = k + AfmfKfh

Vh
; c1

2Afmf

Vf
;

a1 = AfmfKfha; b1 = 2AfmfKfhb; a = kKhsVh

kVh + AfmfKfh
C0;

b = AfmfKfhKhs

kVh + Afmfkfh
C0

here Af is the surface area of the SPME polymer film; mf is the
ass transfer coefficient of the analyte in polymer film phase;
is the evaporation rate constant; Vh and Vf are the volumes

f the headspace and the coating, respectively; Kfh is the poly-
er/headspace distribution constant; Khs is the headspace/matrix

istribution constant. Since ˛ and ˇ (in mol, accounting for the
ariation of the quantity of a particular compound present in the
eadspace when the equilibrium is disturbed) are directly pro-
ortional to C0 then n is directly proportional to C0. This fact

mplies that quantitative determination can be performed in a non-
quilibrium state.

Since both mathematical models (Eqs. (1) and (2)) describe
n absorption process, poly(dimethylsiloxane) (PDMS) and
oly(acrylate) (PA) fibres were chosen for the present study. The
ethyl groups of PDMS make this film relatively apolar, whereas

A is a more polar fibre due to the presence of carbonyl groups.
This work aims the application of the mathematical models to

non-aqueous matrix, in this case an oily matrix, such as olive
il. This type of matrices are a better solvent for the majority
f the volatile components of olive oil. It is intended to demon-

trate that an important and complex matrix such as olive oil can
lso be studied considering the estimation parameters calculated
ccording to one or to both mathematical models studied. A SPME
ampling method was developed procedure for reproducible quali-
ative and relative quantitative determination of aroma compounds

S
a
n
t
t

Powerful, leafy, green, wine-like, fruity
Mild, oily, sweet, slight rose
Strong, fatty, floral
Powerful, fatty, citrus

sing non-equilibrium extraction conditions. We intended to deter-
ine not only which model describes better the experimental data

btained with each of the fibres studied, but also which fibre is more
fficient for non-equilibrium state extraction in a non-aqueous
edium.

. Experimental

.1. Standards

The standard compounds, 2-ethylfuran, pentan-3-one, 4-
ethyl-pent-3-en-2-one, pent-1-en-3-one, 2-methylbutan-1-ol,

exanal, methoxybenzene, hexan-1-ol, cis-hex-3-en-1-ol, trans-
ex-2-en-1-ol, 2-ethyl-hexan-1-ol, trans,trans-non-2,4-dienal and
rans,trans-dec-2,4-dienal were purchased from Aldrich (Deisen-
ofen, Germany). The internal standard (IS) used was nonan-2-ol
lso from Aldrich (Deisenhofen, Germany).

.2. Sample preparation and analysis

Standard compounds were dissolved directly in refined olive
il. Four concentrations, 0.256 �L/kg, 2.56 �L/kg, 6.25 �L/kg and
00 �L/kg were used. Fifteen grams of olive oil with the dis-
olved standards were placed in a 22 mL vial and kept in a
ater-thermostatized bath at 37 ◦C for 30 min before the HS-SPME

xtraction. The septum covering the vial was pierced with a SPME
eedle and the fibre was exposed to the olive oil headspace for
min, 5 min, 15 min, 30 min, 60 min, 90 min and 120 min. During

ampling, the oil phase was stirred with a magnetic stirrer at a
onstant and defined stirring rate. After sampling, the fibre was
nserted manually into the GC injection port for 5 min and desorbed
t 260 ◦C.

.3. SPME fibres and conditioning

SPME device and fused silica fibres were purchased from

upelco Inc. (Bellefonte, Pennsylvania, USA). Poly(acrylate) (PA)
nd poly(dimethylsiloxane) (PDMS) SPME fibres with coating thick-
esses of 85 �m and 100 �m, respectively were used. Prior to use,
he fibres were conditioned according to manufacturer instruc-
ions.
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ig. 1. Absorption kinetic curves. Comparison of experimental data vs. theoretical
.25 �L/kg and 400 �L/kg) at 37 ◦C for the PA and the PDMS fibres.

.4. Equipment

GC analyses were performed using a GC-Trace Thermo Quest
nstruments. For GC analyses, a fused silica DB-Wax column (J&W
cientific, Folsom, USA), 60 m × 0.25 mm i.d. and 1.0 �m film thick-
ess was used. The oven temperature program was as follow: 50 ◦C
5 min), 2 ◦C min−1 to 210 ◦C (10 min). Hydrogen was used as the
arrier gas at 100 kPa; the injector temperature and the split flow
ere set at 260 ◦C and 30 mL min−1, respectively, after a splitless

ime of 1 min.
.5. Data processing

The relative area data of each compound were obtained from
he collected chromatograms. The adjustment of the extraction

3

s
d

l for 2-methylbutan-1-ol in four different concentrations (0.256 �L/kg, 2.56 �L/kg,

ata (for the HS-SPME studies) to the theoretical models described
bove as Eqs. (1) and (2), was performed through an estimation
ethod by non-linear regression method.
Data were analysed using STATISTICA 6.0 software (StatSoft

nc., Version 6.0, Tulsa, USA). Non-linear estimation user-specified
egression was used. The estimation method was the quasi-Newton
ith a maximum number of iterations of 100. The convergence

riterion was set to 0.0001 and the loss function was equal to
observed data − predicted values)2.
. Results and discussion

The volatile compounds chosen for method evaluation were
tudied with two different SPME fibre coatings and with four
ifferent initial concentrations that are comparable to the con-
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Table 2
Parameter ah values calculated according to Eq. (1) for selected compounds in PA fibre at 37 ◦C using different initial concentrations

Compound C0 (�L/kg) Parameter, ah (estimated) Correlation coefficient Explained variance (%) Final loss

PA Eq. (1) model: n/n∞ = 1 − exp(−aht)
2-Ethylfuran 0.256 0.2003 0.9587 90.679 0.01718

2.56 0.1046 0.9259 85.729 0.05610

Pent-3-one 0.256 0.0213 0.9687 93.819 0.01632
2.56 0.0748 0.9944 99.548 0.00683

Pent-1-en-3-one 0.256 0.0276 0.9574 90.817 0.01521
2.56 0.0504 0.9908 98.171 0.00635

Hexanal 0.256 0.0947 0.9511 90.459 0.01633
2.56 0.1201 0.9685 93.927 0.02447

4-Methyl-pent-3-en-2-one 0.256 0.0610 0.9118 83.134 0.03176
2.56 0.0613 0.9794 94.726 0.02241
6.25 0.0665 0.9601 93.717 0.05509

400 0.1573 0.9746 94.958 0.02166

2-Methylbutan-1-ol 0.256 0.0620 0.9685 93.797 0.01431
2.56 0.0317 0.9221 85.027 0.05140
6.25 0.0414 0.9706 94.801 0.04762

400 0.2853 0.9681 93.877 0.03018

Methoxybenzene 0.256 0.0094 0.9537 90.956 0.01864
2.56 0.0411 0.9726 94.882 0.02659
6.25 0.0912 0.9656 93.997 0.02575

400 0.1900 0.9505 90.418 0.05919

Hexan-1-ol 0.256 0.0639 0.9790 95.852 0.00991
2.56 0.0689 0.9712 94.791 0.02348
6.25 0.0638 0.9683 93.918 0.01927

400 0.5292 0.9679 93.874 0.01956

cis-Hex-3-en-1-ol 0.256 0.0519 0.9616 92.461 0.01810
2.56 0.0721 0.9668 93.889 0.01992
6.25 0.0754 0.9999 99.999 0.19901

400 0.3774 0.9621 93.357 0.05625

trans-Hex-2-en-1-ol 0.256 0.0348 0.9575 91.682 0.04388
2.56 0.0710 0.9698 93.969 0.01981
6.25 0.0789 0.9729 94.816 0.02480

400 0.3495 0.9957 99.655 0.00842

2-Ethyl-hexan-1-ol 0.256 0.0262 0.9736 94.797 0.02069
2.56 0.0399 0.9821 96.613 0.00227
6.25 0.0415 0.9973 99.677 0.00445

400 0.2235 0.9912 99.204 0.00640

trans,trans-Non-2,4-dienal 0.256 0.0497 0.9338 87.206 0.02590
2.56 0.0270 0.9535 90.671 0.01638

trans,trans-Dec-2,4-dienal 0.256 0.0814 0.9596 91.727 0.04991
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2.56 0.0354
6.25 0.0377

400 0.0682

entrations found in olive oils. Their diversified chemical nature
nd different odorific notes [6] determined their choice. All of
hese compounds were previously detected in olive oil [7–10].
able 1 presents the compounds used in this study and it also
ndicates the concentrations which have been previously mea-
ured in olive oil samples and the respective odour perceptions
6]. The analytes chosen intend to represent the broad chem-
cal functionalities of the compounds present in olive oils. An
nternal standard was used in order to control the retention

ime.

Prior to the analyses, a temperature study was performed for
time periods from 1 min to 120 min in order to establish the

ptimal work temperature of the extraction procedure [11]. Three
emperatures were studied: 25 ◦C, 37 ◦C and 40 ◦C. At 37 ◦C and

t
m
6
c
t

0.9582 91.699 0.05290
0.9758 94.817 0.02538
0.9649 93.669 0.05166

0 ◦C the largest amount of compounds was extracted with both
bres (results not shown) [11]. Another concern was to choose a
emperature as close as possible that at which the human olfa-
ive systems perceives volatile emissions on one hand, and on the
ther hand to avoid compound degradation that might produce
nwanted artefacts. For these reasons 37 ◦C was chosen as the sam-
ling temperature.

The standard compounds were extracted at six or seven dif-
erent periods of time and the results of each area vs. extraction

ime were determined. As an example, the absorption curves for 2-

ethylbutan-1-ol for the concentrations 0.256 �L/kg, 2.56 �L/kg,
.25 �L/kg and 400 �L/kg are shown in Fig. 1. A sigmoidal-shape
urve can be observed which does not depend on the initial concen-
ration, the nature of the coating fibres or the mathematical model
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Table 3
Parameter ah values calculated according to Eq. (1) for selected compounds in PDMS at 37 ◦C using different initial concentrations

Compound C0 (�L/kg) Parameter, ah (estimated) Correlation coefficient Explained variance (%) Final loss

PDMS Eq. (1) model: n/n∞ = 1 − exp(−aht)
2-Ethylfuran 0.256 0.3127 0.9981 99.778 0.00501

2.56 0.0337 0.9698 94.051 0.02642

Pent-3-one 0.256 0.0427 0.9912 99.101 0.00958
2.56 0.0411 0.9833 96.687 0.00184

Pent-1-en-3-one 0.256 0.0376 0.9823 96.489 0.01829
2.56 0.2242 0.9962 99.607 0.00221

Hexanal 0.256 0.0857 0.9841 96.915 0.00231
2.56 0.0835 0.9944 99.366 0.00992

4-Methyl-pent-3-en-2-one 0.256 0.0245 0.9833 96.687 0.00180
2.56 0.2629 0.9951 99.566 0.00734
6.25 0.9898 0.9764 94.856 0.02873

400 0.5240 0.9993 99.877 0.00157

2-Methylbutan-1-ol 0.256 0.1886 0.9983 99.772 0.00441
2.56 0.2419 0.9961 99.714 0.00710
6.25 0.7468 0.9997 99.897 0.00122

400 0.7667 0.9999 99.999 0.01144

Methoxybenzene 0.256 0.0315 0.9861 96.799 0.00312
2.56 0.2799 0.9945 99.423 0.00980
6.25 0.3732 0.9994 99.818 0.00411

400 0.3483 0.9798 94.901 0.02391

Hexan-1-ol 0.256 0.0289 0.9891 96.988 0.00673
2.56 0.3106 0.9559 91.667 0.04535
6.25 0.7631 0.9845 96.918 0.00522

400 0.7316 0.9584 91.701 0.03990

cis-Hex-3-en-1-ol 0.256 0.0260 0.9978 99.267 0.00371
2.56 0.5509 0.9999 99.999 0.05426
6.25 0.9401 0.9992 99.879 0.00248

400 0.5509 0.9751 94.841 0.02866

trans-Hex-2-en-1-ol 0.256 0.0322 0.9833 96.855 0.00719
2.56 0.9185 0.9989 99.998 0.00422
6.25 0.9193 0.9996 99.879 0.00310

400 0.7284 0.9581 91.655 0.04901

2-Ethyl-hexan-1-ol 0.256 0.0971 0.9959 99.864 0.00371
2.56 0.3625 0.9999 99.999 0.06117
6.25 0.3906 0.9776 94.966 0.01136

400 0.4728 0.9859 96.997 0.00281

trans,trans-Non-2,4-dienal 0.256 0.0647 0.9590 91.675 0.04547
2.56 0.3603 0.9999 99.999 0.00131

trans,trans-Dec-2,4-dienal 0.256 0.0542 0.9813 96.289 0.01512
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2.56 0.1133
6.25 0.4030

400 0.2586

pplied. The adjusted curves according to Eqs. (1) and (2) of the
odel of Ai [4] are shown in the graphs of Fig. 1, for 2-methylbutan-

-ol for both fibres at the concentrations studied. Here the points
re raw experimental data and the lines represent the result
f the application of the two equations to the experimental
ata.

The parameters ah from Eq. (1) and ˛, c, ˇ, and c1 from Eq. (2)
or all the compounds studied, in PDMS and PA coating fibres, are
btained through exponential regression. Tables 2 and 3 show the

alues for the ah parameter, correlation coefficient, explained vari-
nce and the loss function for the curves fitted with Eq. (1). The
arameters of Eq. (2), ˛, c, ˇ, and c1 are listed in Tables 4 and 5, as
ell as the correlation coefficients, explained variance and the loss

unction for all fitted curves.

c
c

r

0.9966 99.274 0.00282
0.9755 94.899 0.02711
0.9991 99.884 0.00109

For the selected compounds, the experimental data appears to
t poorly, as expected, to the theoretical model given by Eq. (1).

All the curves could however be satisfactorily described by Eq.
2) and confirm the relevance of the initial period of extraction for
he absorption of the olive oil volatiles mainly in PA fibre. Similar
esults were reported previously by Matich et al. [12] who observed
hat a two-exponential equation, rather a one-exponential equa-
ion, described the experimental data for apple volatiles extracted
y SPME.
The values for the ah parameter for the four different initial
oncentrations studied are slightly dependent on the initial con-
entration, as expected [13], especially for the PA fibre.

In Fig. 1 it can be easily perceived how fast the partition equilib-
ium (between the headspace/polymer interfaces) can be reached,
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Table 4
Parameters ˛, c, ˇ, c1 values calculated according to Eq. (2) for selected compounds in PA fibre at 37 ◦C using different initial

Compound C0 (�L/kg) Estimated parameters Correlation coefficient Explained variance (%) Final loss

˛ c ˇ c1

PA Eq. (2) model: n/n∞ = ˛[1 − exp(−ct)] + ˇ[1 − exp(−c1t)]
2-Ethylfuran 0.256 0.8998 0.0085 0.5753 0.4331 0.9996 99.95 0.00092

2.56 0.5346 0.0894 0.5346 0.0894 0.9948 99.835 0.00441

Pent-3-one 0.256 0.6162 0.0232 0.6163 0.0232 0.9473 89.745 0.06236
2.56 0.8777 0.0180 0.4186 0.9755 0.9987 97.861 0.00111

Pent-1-en-3-one 0.256 0.9766 0.0102 0.8245 0.0100 0.9913 99.114 0.00779
2.56 0.8133 0.0988 0.9798 0.0054 0.9999 99.997 0.00011

Hexanal 0.256 0.6407 0.9699 0.9778 0.0052 0.9733 95.644 0.02711
2.56 0.7769 0.0953 0.8766 0.0091 0.9998 99.960 0.00014

4-Methyl-pent-3-en-2-one 0.256 0.9888 0.0091 0.4657 0.9589 0.9981 99.650 0.00208
2.56 0.6044 0.0237 0.6044 0.0237 0.9857 97.168 0.01673
6.25 0.6573 0.0332 0.37822 0.2617 0.97509 95.081 0.03474

400 0.7798 0.0081 0.8712 0.3866 0.9878 97.921 0.02067

2-Methylbutan-1-ol 0.256 0.9068 0.0401 0.2331 0.9918 0.9988 99.630 0.00148
2.56 0.5297 0.0396 0.5297 0.0396 0.9693 93.944 0.02704
6.25 0.2437 0.8876 0.9552 0.0476 0.9982 99.236 0.00283

400 0.5064 0.2760 0.5064 0.2760 0.9689 93.883 0.02942

Methoxybenzene 0.256 0.3101 0.7898 0.7748 0.0122 0.9997 99.944 0.00023
2.56 0.5842 0.0307 0.5842 0.0307 0.9439 89.094 0.06708
6.25 0.4158 0.9661 0.8803 0.0730 0.9794 95.918 0.03102

400 0.4758 0.2163 0.4758 0.2163 0.9932 98.653 0.00604

Hexan-1-ol 0.256 0.4623 0.0748 0.4623 0.0748 0.9606 92.284 0.01966
2.56 0.3484 0.5082 0.8578 0.0296 0.9995 99.907 0.00033
6.25 0.2716 0.9908 0.8527 0.0677 0.9962 99.559 0.00142

400 0.4922 0.5519 0.4922 0.5519 0.9955 99.738 0.00221

cis-Hex-3-en-1-ol 0.256 0.8938 0.0289 0.2878 0.7679 0.9913 98.266 0.00614
2.56 0.2259 0.9986 0.8984 0.0311 0.9766 94.078 0.01948
6.25 0.5018 0.0747 0.5018 0.0747 0.8730 76.216 0.19902

400 0.5020 0.3736 0.5020 0.3736 0.9317 86.800 0.05527

trans-Hex-2-en-1-ol 0.256 0.5822 0.0257 0.5822 0.0257 0.9700 94.089 0.03119
2.56 0.1267 0.7637 0.9931 0.0310 0.9709 94.256 0.02623
6.25 0.5034 0.0776 0.5034 0.0776 0.9001 81.002 0.16214

400 0.4911 0.3662 0.4911 0.3662 0.9135 83.445 0.06991

2-Ethyl-hexan-1-ol 0.256 0.6386 0.0195 0.6389 0.0195 0.9736 94.788 0.03154
2.56 0.8587 0.5337 0.8779 0.0034 0.9997 99.913 0.00023
6.25 0.1956 0.9898 0.8761 0.0397 0.9475 89.775 0.06889

400 0.4985 0.2256 0.4985 0.2256 0.9328 87.001 0.07414

trans,trans-Non-2,4-dienal 0.256 0.7998 0.0209 0.2311 0.8667 0.9953 98.45 0.00563
2.56 0.3798 0.0244 0.3798 0.0244 0.9994 99.880 0.00032

trans,trans-Dec-2,4-dienal 0.256 0.5858 0.0129 0.6200 0.2060 0.9621 92.566 0.01750
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2.56 0.6417 0.0220 0.641
6.25 0.6997 0.0344 0.699

400 0.7733 0.0586 0.187

or a given compound. In this figure, the ordinate represents the
bre uptake normalized to the equilibrium value. Compared to
live oil headspace/PA interface partition, the parameter ah at the
live oil headspace/PDMS interface is higher, which means that
n the PDMS fibre the partition equilibrium is reached sooner.
his is in agreement with the fact that on the PA fibre diffusion
oefficients are lower in comparison with the PDMS fibre [14].
onger extraction times with the PA coating fibre for volatile ana-

ytes in the headspace is an expected result. The selection of the
bre that offers the best reproducible results for quantitative pur-
oses, should depend not only on the amount extracted, but also
n some other physical/chemical properties such as mass trans-
er coefficients, equilibrium constants, among others, in order to
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0.0220 0.9847 96.954 0.01949
0.0344 0.9961 98.54 0.00314
0.3585 0.9736 94.794 0.03901

chieve a linear range behaviour in a non-equilibrium state [4,15].
his work demonstrates that PDMS fibres present for all the com-
ounds studied, lower equilibration times when compared to PA
bres, although PA fibres present a better absorption capacity for
ompounds with a wide range of functionalities. The initial con-
entration is crucial for the time profile and the achievement of
quilibrium in both fibres. Generally the ah parameter is higher
hen the initial concentration is higher, indicating that equilib-
ium is reached quicker in that situation for both fibres. Since Eq.
1) does not fit as well to the experimental data when compared to
q. (2), one cannot have any information about the proportional-
ty between the initial concentration and amount extracted. So the
iexponential equation (2) was applied to the data.
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Table 5
Parameters ˛, c, ˇ, c1 values calculated according to Eq. (2) for selected compounds in PDMS fibre at 37 ◦C using different initial concentrations

Compound C0 (�L/kg) Estimated parameters Correlation coefficient Explained variance (%) Final loss

˛ c ˇ c1

PDMS Eq. (2) model: n/n∞ = ˛[1 − exp(−ct)] + ˇ[1 − exp(−c1t)]
2-Ethylfuran 0.256 0.6107 0.3265 0.6107 0.3265 0.9520 91.752 0.00567

2.56 0.4215 0.7108 0.4215 0.7108 0.9894 97.883 0.00941

Pent-3-one 0.256 0.8939 0.0078 0.5624 0.9778 0.9654 93.204 0.01904
2.56 0.5384 0.0353 0.5384 0.0353 0.9879 97.597 0.01333

Pent-1-en-3-one 0.256 0.5780 0.0279 0.5780 0.0279 0.9950 99.003 0.00523
2.56 0.4510 0.3209 0.4510 0.3209 0.9677 93.312 0.02235

Hexanal 0.256 0.5975 0.0239 0.5092 0.3247 0.9992 99.839 0.00032
2.56 0.4759 0.6125 0.5894 0.0246 0.9999 99.991 0.00001

4-Methyl-pent-3-en-2-one 0.256 0.3514 0.9886 0.9599 0.0011 0.8919 79.558 0.07828
2.56 0.4410 0.3978 0.4410 0.3978 0.9816 97.427 0.01521
6.25 0.6602 0.9898 0.6602 0.9898 0.9368 87.762 0.00970

400 0.4958 0.5474 0.4958 0.5474 0.7958 63.324 0.00191

2-Methylbutan-1-ol 0.256 0.4486 0.2906 0.4486 0.2906 0.9861 97.548 0.01414
2.56 0.9998 0.0051 0.7756 0.5926 0.9916 98.088 0.00619
6.25 0.4651 0.8052 0.4651 0.8052 0.8776 77.019 0.04126

400 0.4929 0.9798 0.4929 0.9798 0.9265 85.836 0.00101

Methoxybenzene 0.256 0.6215 0.9869 0.9994 0.0013 0.9793 95.907 0.01221
2.56 0.4605 0.3680 0.4605 0.3680 0.9877 97.568 0.00977
6.25 0.4930 0.3893 0.4930 0.3894 0.9216 84.931 0.05279

400 0.4825 0.3943 0.4825 0.3943 0.9868 97.614 0.01247

Hexan-1-ol 0.256 0.9899 0.0021 0.3315 0.92357 0.9756 95.046 0.03832
2.56 0.4984 0.3250 0.4984 0.3250 0.9884 97.721 0.00872
6.25 0.5294 0.6566 0.5294 0.6566 0.9155 83.819 0.04517

400 0.5813 0.9788 0.5813 0.9788 0.7363 54.212 0.02446

cis-Hex-3-en-1-ol 0.256 0.8898 0.0024 0.4353 0.7689 0.9231 85.664 0.06423
2.56 0.5245 0.4418 0.5245 0.4418 0.9927 98.058 0.00781
6.25 0.4945 0.9355 0.4945 0.9355 0.9236 85.311 0.02124

400 0.4779 0.7546 0.4779 0.7546 0.9832 97.578 0.01247

trans-Hex-2-en-1-ol 0.256 0.9899 0.0032 0.3973 0.3177 0.9616 92.461 0.02358
2.56 0.5734 0.3859 0.5734 0.3859 0.9931 98.107 0.00577
6.25 0.4736 0.9656 0.4736 0.9656 0.8242 67.924 0.04853

400 0.4904 0.7967 0.4904 0.7967 0.9865 97.547 0.01351

2-Ethyl-hexan-1-ol 0.256 0.4784 0.1109 0.4784 0.1109 0.9446 89.233 0.01924
2.56 0.5413 0.2835 0.5413 0.2835 0.9922 98.098 0.00712
6.25 0.4818 0.4189 0.4818 0.4189 0.95464 91.133 0.03867

400 0.5934 0.4728 0.5934 0.4728 0.9921 98.203 0.00439

trans,trans-Non-2,4-dienal 0.256 0.6485 0.3395 0.8898 0.0041 0.9668 92.742 0.01942
2.56 0.5277 0.3203 0.5277 0.3203 0.9918 98.179 0.00455

trans,trans-Dec-2,4-dienal 0.256 0.5156 0.0508 0.5156 0.0508 0.9864 97.311 0.01391
43
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2.56 0.4643 0.1482 0.46
6.25 0.5219 0.3641 0.521

400 0.4911 0.3165 0.491

We found that absorption of olive oil volatiles onto PDMS and
A SPME fibres follow, in a good approximation, the general kinetic
quation (2), especially in the case of the PA fibre. In the PDMS
bre the experimental data does not fit well to Eq. (2), suggesting
hat linearity between initial concentration and extracted amount
s not achieved. Thus relative quantification is not possible with
he PDMS fibre in a non-equilibrium state. With the PA fibre, a
ood fit was achieved with Eq. (2), which indicates that there is

linear relationship between the amount of analyte extracted (n),

rom olive oil headspace, and its initial concentration in the sample
atrix (C0) as a function of sampling time (t). This equation consid-

rs the equilibrium disturbance due to fibre introduction into the

a
u
d
i

0.1482 0.9878 97.598 0.01033
0.3641 0.9557 91.329 0.04179
0.3165 0.9869 97.687 0.00733

eadspace of the sample, the equilibrium reposition and the vari-
tion of the compound concentrations in the sample headspace,
hich occurs between the disturbance and reposition time periods.

or compounds that present c values equal to c1 values (presenting
oth adjustment parameters in Eq. (2), which measure how fast
he equilibrium is reached in HS-SPME) (c − c1) = 0, meaning that
he equilibrium is not disturbed, or the equilibrium reposition takes
lace immediately. For these compounds it is also verified that for ˛

nd ˇ, which measure the variation of the concentration of a partic-
lar compound presented in the headspace, due to the equilibrium
isturbance, |˛| = |ˇ|. Hence the ah = 0 and the parameter c in Eq. (2)

s equal to ah in Eq. (1).
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[14] L. Ribeiro, A. Costa Freitas, M.D.R. Gomes da Silva, Headspace solid phase
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The PA fibre allows, for the compounds studied, a successful
elative quantification at a non-equilibrium state in non-aqueous
edia. Consequently, in non-aqueous media studies must be con-

ucted to determine which compounds have similar behaviour and
nly those compounds can be quantified in a non-equilibrium sit-
ation with the PA fibre. For all the others, and for quantitative
urposes, equilibrium should be reached.

. Conclusion

The HS-SPME sample preparation technique coupled with GC
nalysis is well suited for qualitative and relative quantitative anal-
sis of aroma compounds in olive oil. The amount (n) of analyte
xtracted, from olive oil headspace, might have a linear propor-
ional relation with its initial concentration in the sample matrix
C0) as a function of sampling time (t), which can be an advantage in
he case of routine use. When a given compound in a given sample

atrix exhibits this property, quantification can be achieved at non-
quilibrium state, which reduces analysis time considerably. In all
he other situations equilibrium should be reached for quantitative
urposes.

Although it was observed that apolar PDMS-coated fibre is capa-
le of extracting faster the olive oil aroma compounds for routine
urposes in comparison with the PA fibre, since equilibrium is
eached more quickly, the experimental data obtained with the
DMS fibre did not adjust to both mathematical models used. This
ndicates that linear proportionality between the initial concentra-

ion and amount extracted was not achieved, which does not allow
elative quantification in non-equilibrium situations. On the other
and the PA fibre was found to be the adequate fibre to perform
elative quantification of aroma compounds in a non-equilibrium
tate in a non-aqueous sample like olive oil.
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a b s t r a c t

In this study, a conventional TEKNOKROMA, Tr-015605 TRACER EXTRASIL ODS2 (25 cm × 0.4 cm, i.d. 5 �m)
column and a new stationary phase TEKNOKROMA, Tr-010065 Mediterranea sea18 (15 cm × 0.4 cm, i.d.
3 �m) were compared for the separation of five phenolic compounds.

Sensitivity, performance characteristics, analysis time and method validation were reported for both

vailable online 5 June 2008

eywords:
tationary phases
olyphenols
erformance characteristics
ethod validation

columns. A better sensitivity and performance were achieved with the novel chromatographic support.
In addition the total analysis time was significantly reduced.

The method was applied to the determination of the selected polyphenols in commercial available white
wines. LC–MS was used as a confirmatory technique.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Polyphenols are important compounds commonly distributed
n food plants. In the past years the analysis of these substances
as grown due to their beneficial effects on health. Different
iological activities such as anti-inflammatory, antimicrobial and
ardioprotective which have been attributed to their antioxi-
ant properties have been widely described in the bibliography
1–4].

The technique most commonly used to analyse phenolic com-
ounds is liquid chromatography with diode array detection (DAD)
5–11]; more recently liquid chromatography coupled with mass
pectrometry has become an excellent analytical tool to identify
nd elucidate the structure of the polyphenols and their metabo-
ites [12–14].

In developing a chromatographic method the selection of the
tationary phase is a crucial step to achieve a suitable resolu-
ion. Latest advances have been addressed to the development

f new packings with the aim to obtain chromatographic sup-
orts that offer a high level of efficiency and reproducibility
15].

∗ Corresponding author. Tel.: +34 981 598450; fax: +34 981 594912.
E-mail address: anarbq@usc.es (A. Rodríguez-Bernaldo de Quirós).
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The aim of this study was to compare a conven-
ional TEKNOKROMA, Tr-015605 TRACER EXTRASIL ODS2
25 cm × 0.4 cm, i.d. 5 �m) column with a new stationary phase,
EKNOKROMA, Tr-010065 Mediterranea sea18 (15 cm × 0.4 cm, i.d.
�m) for the determination of five selected phenolic compounds
resent in wines, including, catechin, epicatechin, trans-resveratrol,
utin and quercetin.

Sensitivity, performance characteristics, analysis time and
ethod validation were reported for both columns. The proposed
ethod was applied to analyse commercial available white wines.
LC–MS was used as a confirmatory technique.

. Experimental

.1. Chemicals and phenolic standard solutions

Acetonitrile, methanol and glacial acetic were provided by
erck (KgaA, Darmstadt, Germany). Water used for all solutions
as obtained from a Milli-Q water purification system (Millipore)

Bedford, MA, USA). Standards of catechin, epicatechin, rutin and
rans-resveratrol were purchased from Sigma–Aldrich (St. Louis,

O, USA) and quercetin was obtained from Fluka BioChemika

Steinheim, Germany).

Stock standard solutions of phenolic compounds were prepared
n methanol with concentrations in the range of 0.5–50 mg L−1 and
tored at 4 ◦C in the dark. Working solutions were prepared by
ilution.
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Table 1
Specifications of the stationary phases

Specifications TEKNOKROMA ODS2 (25 cm × 0.4 cm i.d., 5 �m) Mediterranea18 (15 cm × 0.4 cm i.d., 3 �m)

Particle size (�m) 5 3
Total carbon content (%) 12 17
Surface area (m2/g) 200 450
Average pore diameter (Å) 80 80
pH range 2–7 1–12

Table 2
Comparison of system suitability parameters for both stationary phases

TEKNOKROMA ODS2 (25 cm × 0.4 cm i.d., 5 �m) Mediterranea18 (15 cm × 0.4 cm i.d., 3 �m)

Analyte Rt (min) Widtha (min) Nb Rt (min) Widtha (min) Nb

Catechin 6.79 ± 0.2 0.31 ± 0.03 2752 4.04 ± 0.07 0.13 ± 0.02 5986
Epicatechin 9.87 ± 0.2 0.25 ± 0.02 8669 4.90 ± 0.06 0.10 ± 0.005 13205
Rutin 14.79 ± 0.2 0.16 ± 0.002 48781 6.40 ± 0.03 0.08 ± 0.002 31762
Trans-resveratrol 18.01 ± 0.3 0.19 ± 0.002 46284 10.67 ± 0.05 0.11 ± 0.002 49972
Quercetin 20.91 ± 0.3 0.35 ± 0.01 19780 12.51 ± 0.07 0.13 ± 0.002 47688

a Peak-width (mean of ten injections).
b N: number of theoretical plates (mean of ten injections).

Table 3
Parameters of linearity of phenolic compounds studied

Analyte Range of
linearity (mg/L)

TEKNOKROMA ODS2 (25 cm × 0.4 cm i.d., 5 �m) Mediterranea18 (15 cm × 0.4 cm i.d., 3 �m)

Slope (±S.D.) Origin oridinate
(±S.D.)

R2 LOD (�g/mL) Slope (±S.D.) Origin oridinate
(±S.D.)

R2 LOD (�g/mL)

Catechin 0.5–50 15.5 ± 0.02 0.18 ± 0.4 0.999996 0.10 15.2 ± 0.008 (−0.03) ± 0.2 0.9999991 0.004
Epicatechin 0.5–50 14.6 ± 0.06 (−1.9) ± 1.4 0.99994 0.10 12.9 ± 0.003 (−0.05) ± 0.07 0.9999998 0.01
R
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utin 0.5–50 18.4 ± 0.1 (−3.2) ± 2.6 0.9998
rans-resveratrol 0.5–50 78.5 ± 0.2 (−5.1) ± 3.8 0.9999
uercetin 0.5–50 15.2 ± 0.03 1 ± 0.6 0.9999

.2. Samples

Commercial available white wines, (Albariño variety) from Gali-
ia (N.W Spain) were purchased in a local supermarket. The samples

ere filtered through a 50 �m PTFE membrane filter (Advantec
FS, INC, CA, USA) and directly injected into the chromatograph
ithout previous treatment. The analyses were performed in trip-

icate.

P
H
C
r

able 4
epeatabilites within day and between days (% R.S.D. (n = 6)) at three concentrations leve

nalyte Concentration (ppm) TEKNOKROMA ODS2 (25 cm × 0.4 cm i.d.

Intra day %R.S.D. (n = 6) Inter da

atechin 0.5 0.9 2
1 1 1
5 0.5 0.9

picatechin 0.5 2 2
1 1 1
5 1 2

utin 0.5 1 1
1 0.8 0.9
5 0.6 2

rans-
esveratrol

0.5 0.5 0.6
1 0.2 0.3
5 0.3 0.4

uercetin 0.5 1 1
1 0.7 1
5 0.8 1
0.03 13.2 ± 0.006 0.3 ± 0.14 0.9999993 0.004
0.02 54.2 ± 0.06 2.7 ± 1.4 0.999996 0.0009
0.20 23.2 ± 0.03 1.3 ± 0.7 0.999995 0.004

.3. Instrumentation

.3.1. HPLC-UV
HPLC-analysis was performed on a HP1100 system (Hewlett-
ackard, CA, USA) equipped with an HP1100 quaternary pump, an
P1100 degassing device, a 20 �L injection loop (Rheodyne, Cotati,
A, USA) an HP1100 UV-detector and HP ChemStation chromatog-
aphy software (Hewlett Packard, Wallbronn, Germany).

ls obtained for both stationary phases

, 5 �m) Mediterranea18 (15 cm × 0.4 cm i.d., 3 �m)

y %R.S.D. (n = 6) Intra day %R.S.D. (n = 6) Inter day %R.S.D. (n = 6)

0.5 0.6
0.7 0.5
0.1 0.1

0.9 1
0.3 0.5
0.1 0.2

1 1
0.7 0.9
0.1 0.2

0.4 0.6
0.1 0.2
0.1 0.1

0.4 0.5
0.2 0.3
0.1 0.1
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Table 5
Overview of the LC–MS methods applied to the analysis of phenolic compounds in wine samples

Sample Analyte Mass spectrometry Stationary phase Reference

MS interface Ionization mode

Muscatel sweet wines Phenolic acids, stilbenes, flavanols APCI/ESI Negative/positive LiChrospher C18 (5 �m, 250 mm × 4 mm i.d.) [5]
Sicilian red wines Trans-resveratrol, quercetin ESI Negative Luna 18 (5 �m, 250 mm × 2.0 mm, i.d.

Phenomenex)
[10]

Red wines from Navarra (Spain) Nonanthocyanin, phenolic
compounds

ESI Negative Nova-Pak C18 (4 �m, 300 mm × 3.9 mm. i.d.
Millipore)

[22,24]

Red wines from France and
South Africa

Phenolic compounds API-ES Negative C18 (5 �m, 250 mm × 4.6 mm, i.d.) (Alltech,
Belgium)

[23]

Wines Phenolic compounds APCI, API-ES Positive/negative Spherisorb ODS2 (3 �m, 250 mm × 4.6 mm, i.d.) [25]
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ed wines Non-colored, phenolic compounds ESI-MS/M
ed and white wines from Italy Phenolic compounds API

.3.2. HPLC-MS as a confirmatory technique
Liquid chromatography–mass spectrometry analysis was car-

ied out on a 1100 Agilent chromatograph coupled to a
icrotof-Bruker spectrometer equipped with an electrospray ion-

zation (ESI) source. The ESI was operated in negative mode. The
perating conditions for ESI were: nebulizer gas (N2), 30 psi; dry
as (N2) flow, 10 L min−1; and dry gas temperature 325 ◦C.

.4. Chromatographic conditions

The chromatographic separation was performed on the sta-
ionary phases; TEKNOKROMA, Tr-015605 TRACER EXTRASIL
DS2 (25 cm × 0.4 cm, i.d. 5 �m) and TEKNOKROMA, Tr-010065
editerranea sea18 (15 cm × 0.4 cm, i.d. 3 �m). The mobile phase
as constituted of (water–acetic acid, 99:1, v/v) as solvent A

nd (water–acetonitrile–acetic acid, 67:32:1, v/v/v) as solvent
.

It was necessary to adjust the gradient elution conditions
n order to achieve a suitable separation with each column.
ith TRACER EXTRASIL ODS2 (25 cm × 0.4 cm, i.d. 5 �m) column;
he gradient elution was as follows: 0 min (80%A + 20%B); 4 min
70%A + 30%B); 8 min (60%A + 40%B); 12 min (35%A + 65%B); 16 min
20%A + 80%B); 20 min (5%A + 95%B); 21.8 min (3%A + 97%B) and
5 min (100%B); and with Mediterranea sea18 (15 cm × 0.4 cm, i.d.

p
M
b

ig. 1. Chromatogram of a standard solution performed on an ODS2 (A) and Mediterran
onditions with the HPLC-UV-Vis system. Peaks: (1) catechin; (2) epicatechin; (3) rutin; (
Negative Zorbax SB-C18 (5 �m, 250 mm × 4.6 mm, i.d.) [21]
Negative/positive Nucleosil ODS (5 �m, 250 mm × 2.1 mm, i.d.) [26]

�m) the gradient program employed was: 0 min (80%A + 20%B);
min (70%A + 30%B); 6 min (60%A + 40%B); 9 min (35%A + 65%B);
2 min (20%A + 80%B); 15 min (5%A + 95%B) and 18 min (100%B).

The flow rate was 1 mL min−1 and the injection volume was
0 �L. The UV detector was set at 280 nm.

.5. Identification and quantification

The identification of the polyphenols was made by compar-
son of their retention times with those of pure standards and
onfirmed by liquid chromatography–mass spectrometry. Quan-
ification was performed on the basis of linear calibration plots of
eak area against concentration. Calibration lines were constructed
ased on five concentration levels of standard solutions within
.5–50 mg L−1 range.

. Results and discussion

.1. Comparison of two columns
Parameters such as particle size, surface area and metal content
lay an important role in the performance chromatographic level.
editerranea sea18 (15 cm × 0.4 cm, i.d. 3 �m) stationary phase is

ased on perfectly spherical particles of ultra-pure silica with a

ea sea18 (B) column respectively registered under the optimized chromatographic
4) trans-resveratrol; (5) quercetin.
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Fig. 2. Mass spectra of catechin, epicatechin, rutin, trans-resv

ery low metal content. The specifications of both columns are
resented in Table 1.

In order to achieve a suitable separation with each column sev-
ral changes in the gradient elution program were performed; the
est chromatographic conditions are described in Section 2. Table 2
ummarizes the performance characteristics of the two stationary

hases. As can be inferred from the results presented in the table,
ith the Mediterranea sea18 stationary phase the total analysis

ime is considerably reduced, and on the other hand the chromato-
raphic resolution is significantly improved. Thus, the number of
heoretical plates obtained with this column is higher than those

3

d

l and quercetin obtained with ESI-MS in negative-ion mode.

btained with the conventional ODS2 column for all analytes except
or rutin. The total analysis time is diminished almost two times
ith the novel stationary phase.

Fig. 1 shows chromatograms of a standard solution performed
n a Mediterranea sea18 and ODS2 column.
.2. Method validation

The method was validated in terms of linearity, limits of
etection, repeatabilities within day and between days and repro-
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ucibility. The polyphenol stabilities were evaluated in a previous
ork [16].

The linearity of the method was evaluated by using a series of
olyphenol standards of known concentrations. Calibration curves
ere constructed using five concentration levels and they were fit-

ed to a linear equation. Each point of the calibration curve is the
verage of three peak-areas measurements. Parameters of linear-
ty were presented in Table 3. The phenolic compounds studied
howed a good linearity, determination coefficients were in all
ases greater than 0.9998. Limits of detection (defined as signal
hree times the height of the noise level) calculated in accordance
ith American Chemical Society [17] are shown in Table 2. Using the
editerranea sea18 column a very high sensitivity was achieved.
The intra and inter day repeatabilities were determined by

nalysing six replicates of the standards at three different concen-
ration levels, expressed as the percentage of R.S.D. (%R.S.D. (n = 6)),
n the same day and in three separated days respectively (Table 4).
he method showed good precision; in the case of the Mediterranea
ea18 column the repeatabilities within a day were lower than 1%
xcept for rutin.

The reproducibility of the method, estimated as the relative
tandard deviation of six replicate injections (R.S.D. (n = 6)) from
he same wine sample, was 3% for catechin, epicatechin and rutin
nd 4% for trans-resveratrol and quercetin.

.3. LC–MS as a confirmatory technique and application to real
amples

Identification of polyphenols was based on the compari-
on of the retention time with an external standard solution
nd confirmed by LC–MS. The chromatographic conditions used
ith LC–MS were the same employed with the LC-UV system,

nd the chromatographic support used was Mediterranea sea18
15 cm × 0.4 cm, i.d. 3 �m).

An overview of the LC–MS methods applied to the analysis of
henolic compounds in wine samples is given in Table 5. Although
ifferent MS interfaces, such as APCI and ESI have been used to
nalyse phenolic compounds, ESI in negative mode seems to be
he most suitable tool since exhibit a higher sensitivity [18–23].
herefore the analyses were performed using ESI source in negative
ode. Negative ESI mass spectrum of catechin, epicatechin, rutin,

rans-resveratrol and quercetin showing the deprotonated molecu-
ar ion [M−H]− of m/z 289, 289, 609, 227 and 301, respectively were
btained.

Typical mass spectrum obtained with negative-ion ESI of the
olyphenols studied are presented in Fig. 2.

Finally, the method was applied to analyse commercial available
hite wines. The analyses were performed in triplicate. The mean

alues found, expressed as mg L−1, were 9.07 ± 0.5; 14.47 ± 0.15;
.9 ± 0.4; 0.37 ± 0.06; and 3.13 ± 0.15 for catechin, epicatechin,
utin, trans-resveratrol and quercetin, respectively. Epicatechin was
he predominant compound among flavanols, the values obtained

ere higher than those described by Fernández-Pachón et al. [27]

nd by Castellari et al. [9] for Chardonnay, Albana, and Sauvi-
non varietal white wines. Regarding stilbenes, the concentrations
f trans-resveratrol found were slightly higher than the values
eported by Castellari et al. [9] and with respect to flavonols,

[

[

[

l. / Talanta 77 (2008) 98–102

oraratphoka et al. [28] have detected higher levels of rutin in
talian white wines.

. Conclusion

In this study two stationary phases were compared for the
etermination of five selected polyphenols. The new column,
editerranea sea18 (15 cm × 0.4 cm, i.d. 3 �m), offers advantages

ver the conventional ODS2 stationary phase; the total analysis
ime is significantly reduced and the chromatographic performance
s improved. In addition a very high sensitivity is achieved.
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a b s t r a c t

A gas phase chemiluminescence (GPCL)-based method for trace measurement of arsenic has been recently
described for the measurement of arsenic in water. The principle is based on the reduction of inorganic As
to AsH3 at a controlled pH (the choice of pH governs whether only As(III) or all inorganic As is converted)
and the reaction of AsH3 with O3 to produce chemiluminescence (Idowu et al., Anal. Chem. 78 (2006)
7088–7097). The same general principle has also been used in postcolumn reaction detection of As, where
As species are separated chromatographically, then converted into inorganic As by passing through a UV
photochemical reactor followed by AsH3 generation and CL reaction with ozone (Idowu and Dasgupta,
Anal. Chem. 79 (2007) 9197–9204). In the present paper we describe the measurement of As in different
soil and dust samples by serial extraction with water, citric acid, sulfuric acid and nitric acid. We also
compare parallel measurements for total As by induction coupled plasma mass spectrometry (ICP–MS).
As(V) was the only species found in our samples. Because of chloride interference of isobaric ArCl+ ICP–MS
analyses could only be carried out by standard addition; these results were highly correlated with direct
GPCL and LC–GPCL results (r2 = 0.9935 and 1.0000, respectively). The limit of detection (LOD) in the extracts
was 0.36 �g/L by direct GPCL compared to 0.1 �g/L by ICP–MS. In sulfuric acid-based extracts, the LC–GPCL

method provided LODs inferior to those previously observed for water-based standards and were 2.6,
1.3, 6.7, and 6.4 �g/L for As(III), As(V), dimethylarsinic acid (DMA) and monomethylarsonic acid (MMA),
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. Introduction

Arsenic (As) is the 20th most abundant element in the earth’s
rust. Some forms of As are extremely toxic; As is designated as a
roup A carcinogen for humans [1–3]. The USEPA has set a maxi-
um contamination level (MCL) of As in drinking water of 10 �g/L

3]; similar limits exist through most of the world. Arsenic contam-
nation in groundwater and thence drinking water has been and
ontinues to be a major concern in eastern India and Bangladesh
4,5]. In many areas in the United States, groundwater contains

ore than 10 �g/L As [6,7]. Arsenic toxicity and health effects have
een extensively discussed and it has been linked to many dis-

ases and disorders [8–16]. Arsenic in water is usually inorganic,
resent as arsenite (As(III)) or arsenate (As(V)); organic forms such
s methylarsenite, methylarsenate, dimethylarsenite and dimethy-
arsenate also occasionally exist in traces [17]. It has been suggested

∗ Corresponding author. Tel.: +1 817 272 3171.
E-mail address: dasgupta@uta.edu (P.K. Dasgupta).
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18] that arsenic mutagenicity occurs because of the similarity of
he chemistries of arsenic and phosphorus (P). The actual situation
s likely to be much more complex. The simplistic mechanism above

ould not account for why As(III) is much more toxic compared to
s(V) and P is exclusively present in biological systems in the +5
xidation state. Moreover, As(V) toxicity appears to occur via its
eduction by reduced glutathione to As(III) [12].

Electrochemical techniques are relatively affordable and highly
ensitive. Various electrochemical measurement methods continue
o be developed [19–24]; however, few are in practical use. We had
eveloped one ourselves [25], only to discover that in real samples
here are too many problems and calibration must be onerously fre-
uent. Atomic spectrometry, typically combined with a front end
eparation technique, dominates present practice [17,26]. Paradox-
cally, countries which most need As measurement and speciation

an least afford such techniques. At the other extreme, “Field Kits”
re available for arsenic detection. These are based on reduction of
s to AsH3 that is then passed through a lead acetate-soaked filter

o remove any generated H2S, and then through a mercuric bromide
mpregnated filter. The latter turns yellow to brown depending on
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he level of As present. The ability of the kits to provide quantita-
ive data at the regulation limit of 10 �g/L is questionable at best
nd aside from reliability there are other problems related to leak-
ge of arsine from the generators, use of large sample volumes and
hemicals, and thence generation of large volumes of waste, some
f which includes lead and mercury [27,28]; others have pointed
o the valuable information that the kits have nevertheless yielded
29].

Inspired by the original work of Fujiwara et al. [30] and Fraser
t al. [31], in the last few years we developed a technique that pro-
ides a unique combination of sensitivity and affordability where
ub-�g/L LODs can be reached with 2–3 mL samples on equipment
osting <US$ 2500. In this technique, inorganic As can be speci-
ted into As(III) and As(V) without chromatographic separation.
queous As is reduced by NaBH4 to form AsH3. This reduction is
ighly pH dependent—at low pH (<1) both As(III) and As(V) are
educed while at pH 4–7 only As(III) is reduced. The liberated arsine
s reacted with ozone generated from ambient air in a reflective
nclosure atop a photosensor module (PSM). All liquid handling
s conducted by a fully automated syringe pump connected to a

ulti-port selector valve. Details appear in the original work [32];
s(III) can be determined at pH 4 and the solution can then be
trongly acidified and As(V) then determined, or As(III) and total
s can be separately determined at pH 4 and pH < 1, respectively,
btaining As(V) by difference. We will henceforth refer to this as
he gas phase chemiluminescence (GPCL) method. The GPCL tech-
ique has equivalent sensitivity for As(III) and As(V) but does not
espond well to organoarsenicals like dimethylarsinic acid (DMA)
nd monomethylarsonic acid (MMA). Arsenobetaine, which does
ot form a hydride, does not respond at all.

To speciate arsenic and use the same detection technique,
he following strategy was developed [33]: (i) ion exchange
hromatographic separation was first conducted using a bicar-
onate/carbonate and carbonate/hydroxide eluent; (ii) the column
ffluent was segmented with nitrogen bubbles to minimize disper-
ion; (iii) the stream was flowed through a photoreactor (PR) that
hotodecomposed and oxidized all arsenic species into inorganic
s(V); (iv) NaBH4 and acid were added in separate streams contin-
ously; (v) after ∼12 s in a flow through reactor the gaseous AsH3
nd H2/N2 was separated in a gas liquid separator; and (vi) the
sH3 entered the GPCL reactor where ozone was simultaneously

ntroduced and the emitted light measured. In the following, this
s referred to as the LC–PR–GPCL system.

In the context of ground water, arsenic content of soils is particu-
arly important. In the present paper we establish a scheme of serial
oil extraction with increasingly aggressive extractants and ana-
yze these by GPCL as well as LC–PR–GPCL techniques and compare
he results with those obtained by induction coupled plasma–mass
pectrometry (ICP–MS), considered by many to be the benchmark
easurement technique [34–37].

. Experimental

.1. Standards and reagents

Stock standards of 50 mg As/L were prepared. Inorganic As(III)
nd As(V) were prepared from As2O3 and Na2HAsO4·7H2O (J. T.
aker), respectively. Solutions of As(III) were prepared in 0.3 M
Cl and As(V) solutions were prepared in 1 mM HCl. MMA and

MA standard solutions were prepared from sodium monomethy-

arsonate sesquihydrate (97.3%, ChemService Inc.) and cacodylic
cid (98%, Aldrich), respectively, in water. Lower concentrations
ere prepared by dilutions with (18.2 M� cm) Milli-Q deionized
ater (DIW). Other reagents used for arsine generation included

(
i
r
v
o
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M sulfuric acid (EMD Chemicals Inc.) and 4% (w/v) NaBH4 (98%,
ldrich) in 0.5 M NaOH (EMD Chemicals) and 1 mM Na2EDTA (US
iochemicals). Chromatography used a step gradient from 4 mM
a2CO3–0.8 mM NaHCO3 (Eluent A) to 60 mM Na2CO3–30 mM
aOH (Eluent B). To minimize As(III) oxidation in the chromato-
raphic column under alkaline conditions, the DIW used for eluent
reparation was degassed by ultrasonication under vacuum for
5 min prior to use. The 115In isotope (95.7% natural abundance)
rom indium chloride (Strem Chemicals) was used as an internal
tandard for ICP–MS measurements; a stock solution of 1000 mg
n/L was used.

.2. Sample extraction

Two different strategies were used. One involved sequential
xtraction. This was performed by extracting ∼0.5 g of the soil
ample with 2 mL DIW in a 10 mL capacity centrifuge tube; the
ixture was shaken for 1 min, ultrasonicated for 30 min and then

entrifuged for 5 min at 2250 rpm. The supernatant was decanted
ff and labeled Extract 1A. The precipitate was re-suspended in a
resh 2 mL aliquot of DIW, and the process was repeated to obtain
xtract 1B. This process was repeated with two sequential extrac-
ions with 10 mM citric acid (Fluka, Extracts 2A and 2B), 1 M H2SO4
Extracts 3A and 3B) and 2 M HNO3 (VWR, Extracts 4A and 4B).
lank extract solutions were analyzed in an identical manner to the
ample extracts (including dilution—see below). Blank values were
ery small but were subtracted as applicable. At least three aliquots
f each soil/dust sample were taken and the results reported are in
erms of the mean and standard deviations of at least three analyses.
he original <2 mL decantate was diluted to 10 mL in a volumet-
ic flask prior to replicate analysis; occasionally, this was further
iluted 2× prior to analysis.

Arsenic in six selected samples (∼0.4–2 g each) was extracted
ith 7 mL 1 M H2SO4 (shake ∼1 min, ultrasonicate 30 min, cen-

rifuge 5 min and decant). A 5-mL aliquot of the supernatant was
iluted by DIW to 25 mL. A 5-mL aliquot of this diluted extract was
nalyzed with and without spiking with a 1 �g/L As(III) standard
o attain added levels of 0.0, 5.0, 10.0, and 15.0 �g/L added As in
he final solution which was made up to 50 mL. The spiking and
alibration standards were made in 20 mM H2SO4. The unspiked
nal diluted extract was analyzed in triplicate by GPCL. Another
liquot of this was brought to near-neutrality by addition of a cal-
ulated amount of NaOH and analyzed in triplicate by LC–PR–GPCL.
or ICP–MS both unspiked and spiked extracts were analyzed to
pply standard addition based quantitation; it was found early on
hat analysis of unspiked solutions alone do not lead to accurate
uantitation. Due to matrix-induced signal suppression, the aver-
ge recovery of a standard added to a typical sample extract was
5%.

.3. Analysis methods

Initial screening experiments with LC speciation showed that
one of our soil samples contained any As species other than As(V).
he direct GPCL method was thus conducted in strong acid medium,
hich determines total As only. For the GPCL apparatus, see the
etailed description in [32]. Briefly, to 3-mL sample delivered to
he reactor, 1 mL of 2 M H2SO4 was added. Following a syringe
ash, 0.5 mL of the NaBH4 reagent is next added at a high speed
1.04 mL/s) to induce rapid mixing. After 60 s, the reactor exit valve
s opened to allow the liberated arsine to proceed to the CL cell; the
eactor solution is purged simultaneously with 25 cm3/min of acti-
ated carbon filtered air. The PSM was operated at a control voltage
f 0.85 V and a secondary amplifier gain of 1250×.
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For a detailed description of the LC–PR–GPCL system, see Ref.
33]. For improved separation, in the present work different elu-
nts (see Section 2.1) and chromatographic protocol were used.
ach chromatographic cycle was 20 min; Eluent A was used for the
rst 6 min and switched to Eluent B for the next 8 min before being
witched to Eluent A again. Chromatographic conditions are given
n detail in Table S1 in supporting information (SI). The PSM was
perated with a control voltage of 0.85 V and a secondary amplifi-
ation of 1000×.

Quantification on an ICP–MS was performed on a single
uadrupole instrument of 0.7 amu mass resolution (X-Series II
CP–MS, equipped with a Peltier-cooled nebulizer, Thermo Fisher
cientific). Instrument operating condition and mass calibration
as optimized using a manufacturer recommended multi-element

tandard consisting of a total of 11 elements (As, Ba, Be, Bi, Ce, Co,
n, Li, Ni, Pb, U) at a concentration of 10 �g/L each in HCl. As previ-
usly stated, samples and standards were spiked with 10 �g/L In;

15In and 75As were monitored. As will be discussed later, because
f initial results, the use of both 115In as internal standard and a
hree-point (+5, +10, +15 �g/L As) standard addition protocol was
dopted for As analysis. Operational parameters for the ICP–MS are
hown in Table S2 (SI).

Owens Lake bed dust samples were also analyzed by ICP–optical
mission spectrometry (ICP–OES) and by established proton-
nduced X-ray emission (PIXE) analysis methods [38]. The dust
ample was further ground to a silt particle size (20–30 �m) and
hen pelletized to a 2.5-cm diameter disk against a glass surface.
IXE analysis for a thick target was performed on the samples in
acuum using a Van De Graff style accelerator (Elemental Analy-
is, Inc., Lexington, Kentucky, USA) run at 2.44 MeV. Samples were
rradiated using a 5/8-in. collimator for 10–12 min and the X-rays

easured by a Si–Li detector. The calculation of the elemental con-
entrations in PIXE is based on the X-ray intensity yield that is
roportional to specific analyte concentrations. These values are
etermined by a formula based on reference standards, in the
resent case the NIST SRM 2711, Montana II Soil, which was pel-

etized and analyzed under the same conditions during the same
un. The pre-pulverization of the samples is intended to reduce
ample inhomogeneity issues.

Sample analyzed by ICP–OES were first ground in a synthetic
orundum mortar and pestle to a size of ≤30 �m and digested
ith HNO3–H2O2 as per EPA Method 3050B [39]. For each batch

f samples prepared, method blanks and NIST SRM 2711 were also
repared to determine any impurities in the acids used and to check
he sample preparation method. The digest was analyzed using EPA

ethod 6010B [40] on a Leeman Labs direct reading Echelle grating
RE spectrometer. Instrumental operating conditions are listed in
able S3 (SI).

. Results and discussion

.1. Samples

We chose three classes of samples: (a) Soil samples supplied by
he United States Geological Survey (Denver, CO) that came from
arious parts of the United States as noted in Table S4 (SI). As
oted, half of these had no deliberate arsenic contamination and
alf had poultry farm litter applied to them. Roxarsone (3-nitro-
-hydroxyphenylarsonic acid) is widely used as a feed additive in

he broiler poultry industry to control coccidial intestinal parasites.
oultry farm litter is often applied to soil; it is known that the As
apidly degrades to the inorganic form [41]. The fate and the mobil-
ty of the arsenic is also of interest [42]. (b) Soil samples from fallow
ands in Murshidabad district in West Bengal, India, a region known

3

f
t
n
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o have arsenic contamination of groundwater [10], supplied by the
chool of Environmental Studies (Kolkata, India). (c) Owens Lake
ed dust. Owens Lake, in east-central California, once a thriving
ater body, dried up due to water diversions in the 1930s to accom-
odate the water needs of the growing city of Los Angeles. Its dry

urface is presently one of the most intense sources of dust in the
ntire Western Hemisphere, as a result of erosion, lack of vege-
ation, and high winds [43,44]. Storms can generate dust plumes
ith an aerosol loading of tens of mg/m3 [45] with peak arsenic

oncentrations of 0.4 �g/m3; dust collected in Owens valley mea-
ure 10–50 mg/kg As [46]. There is considerable concern over health
ffects of windblown dust from Owens lake; a “dustcam” contin-
ously broadcasts a live view [47]. Particle size distribution of our
amples is given Table S5 and elemental composition determined
y PIXE or ICP–OES is given in Table S6.

.2. Instrument performance and calibration data

.2.1. Gas phase chemiluminescence methods
The GPCL method provided statistically indistinguishable cal-

brations for As(III) and As(V). Either peak height or peak area
roduce essentially the same linear r2 value (0.9997 vs. 0.9995) for
he calibration curve, the simpler peak height based equation was
enceforth used for data evaluation (the uncertainties represent
5% confidence limits):

Peak height (mV) = (169.3 ± 1.1) [As, �g/L] + 91.0 ± 30.9,

r2 = 0.9997 (1)

igs. S1 and S2 in SI show the height and area based calibration
lots; uncertainties at each concentration are shown therein as
1 S.D. error bars. Fig. S3 (SI) shows output for triplicate analysis of
wens Lake sample OL3. Based on an S/N = 3 criterion, the LOD was
.36 �g/L. Spike recoveries on sample extracts were quantitative
ithin experimental error. Direct, rather than standard addition

ased quantitation was thence used.
The LC–PR–GPCL method also produced linear calibration

urves and quantitation was based on height:

Peak height (mV) = (5.855 ± 0.263) [As(III), �g/L] + 22.2 ± 12.3,

r2 = 0.9920 (2)

Peak height (mV) = (12.020 ± 0.210) [As(V), �g/L] + 32.5 ± 9.7,

r2 = 0.9988 (3)

Peak height (mV) = (2.339 ± 0.091) [As as DMA, �g/L] + 1.9 ± 4.2,

r2 = 0.9940 (4)

Peak height (mV) = (2.348 ± 0.062) [As as MMA, �g/L]

+5.7 ± 2.9, r2 = 0.9973 (5)

MA was, however, not detected in any of our samples. A detailed
alibration plot with uncertainties at each calibration point is
hown in Fig. S4 in SI. The (S/N = 3) LODs were 0.26, 0.13, 0.67 and
.64 ng As for As(III), As(V), DMA and MMA, respectively. A repre-
entative chromatogram is shown in Fig. S5. As with direct GPCL,
pike recoveries to sample extracts were quantitative and direct,
ather than standard addition based quantitation was used.
.2.2. Induction-coupled plasma mass spectrometry
Any type of mass spectrometry is susceptible to ionization inter-

erence that is matrix dependent. Dilution with a stable isotope
hat occurs only in trace quantities is the ideal solution but this is
ot possible for arsenic, a monoisotopic element. From early days



alanta

o
g
m
a
a
n
1

I
s
d
r
r
a
u
m
t
w
d
u
u
t
i
r
s
i
i
n
a
c

[
s
f
f
W
a
p
i
a
p
r
v
a
n
n
c
m
a
0

3

g
c
i
n
e
r
f
p
i
t
i
t
o
t
i
c
i
1
M
h
d
c
p
F
p
t
0
c
e
m

3

e
[
t
m
h
r
s
i
e
[

f
r
[
t
i
e
o
o
i
i
a
i

M.F. Sawalha et al. / T

f ICP–MS analysis of As, very many different ways of achieving
ood quantitation have been advocated for different matrices. In
easuring As, Sb, Sn, Bi, Se and Te in Steel, the dual use of 9Be

nd 103Rh was advocated to bracket the ionization potentials of the
nalytes of interest [48]. Addition of carbon as methanol or ammo-
ium carbonate was found to enhance 75As signals, which the use of

21Sb as internal standard did not adequately compensate for [49].
n electrothermal vaporization (ETV)–ICP–MS analysis of urine, the
imultaneous use of standard addition and 121Sb as internal stan-
ard was recommended [50]. For whole blood or urine others had
ecommended 69Ga [51] as an internal standard, yet others have
ecommended that 1–3% N2 be added to Ar, in which case 72Ge,
nd especially 115In or 130Te work well as internal standards for
rinalysis [52]. Unfortunately, for human urine as a matrix, still
ore recommendations for internal standards abound, e.g., dilu-

ion and use of 103Rh [53], 193Ir [54], etc. In other matrices such as
ine (both red and white) 115In has been successfully used [55]. For
igested nail samples and an Ar–N2 plasma, 130Te was successfully
sed [56]. For samples where acid extraction or digestion must be
sed, varying amounts of acid cause variations in the 75As signal
hat cannot be compensated for fully by using 45Sc, 89Y or 115In as
nternal standards; standard addition however leads to satisfactory
esults [57]. Obviously the recommendations on the best internal
tandard to use for As analysis are diverse, perhaps even bewilder-
ng. We initially tried the use of 238U; this was not very successful,
n part because many of our extracts contained this isotope in sig-
ificant concentrations. Preliminary scans of sample constituents
nd initial survey led us to settle on 115In. The respective calibration
urves were

Signal (counts/s) = (0.983 ± 0.001) [As(III)�g/L] + 0.399 ± 0.038,

r2 = 1.0000 (6)

Signal (counts/s) = (0.985 ± 0.050) [As(V), �g/L] + 3.740 ± 2.594,

r2 = 0.9922 (7)

Signal (counts/s) = (0.998 ± 0.004) [As as DMA, �g/L]

+0.702 ± 0.182, r2 = 1.0000 (8)

Signal (counts/s) = (0.902 ± 0.015) [As as MMA, �g/L]

+1.028 ± 0.394, r2 = 0.9994 (9)

In direct ICP–MS measurement of inorganic As, Narukawa et al.
58] have recently observed that both ICP–OES and ICP–MS mea-
urements produce a slight but discernible (4%) greater sensitivity
or As(V) compared to As(III). A similar statistically significant dif-
erence between As(III) and As(V) is not apparent in our data.

hether this was because of use of calibration standards in an
cidic matrix or the use of a particular internal standard or just sim-
ly different instrument/operating conditions is not known. There

s clearly lower response with MMA but the purity of this type of
standard cannot be assured. For inorganic As(III) and As(V), we
ooled all data and used a single calibration curve. The results with
eal sample extracts showed however that internal standard counts
aried significantly compared to standards (78–99%) and standard
ddition of As led to recoveries of 85% on the average. Since we could

ot assure uniform acidity in the extract due to various degrees of
eutralization by the sample and resulting different salinities, we
hose the standard addition approach for quantitation as recom-
ended by others [57]. We used a three point standard addition

pproach to assure data quality. Based on a S/N = 3, the LOD was
.1 �g/L.
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.2.3. Chloride interference in ICP–MS
In high chloride samples in an Argon plasma, variable back-

round and isobaric interference between 75As+ and 40Ar35Cl+

ause problems, this cannot be solved by adding a different As
sotope, even if one existed. However, the present samples are
ot extracted with HCl or NaCl solutions and chloride content of
xtracts are not particularly high. Matrix interference from chlo-
ide that forms ArCl+ was studied and is shown as Fig. S6. The
act that the y-intercept (the background signal count at m/z 75,
resumably due to ArCl+) does not increase systematically with

ncreasing chloride concentration is not obvious in the main plot,
his is shown in the inset. In fact even at 100 ppm chloride, the rise
n the background counts will only cause a 3% error in the quan-
itation of 5 �g/L As. But the more important issue and what is
bvious in Fig. S6 is that the arsenic calibration slope increases sys-
ematically in the presence of chloride. Presumably atomic As is
onized more efficiently by collision with ArCl+. Note that 100 ppm
hloride concentration in the final extract (the highest value stud-
ed here) is tantamount to a chloride concentration of 5 g/kg when
g sample is extracted to produce a final extract volume of 50 mL.
ajority of agricultural soil samples (non-brackish soil samples)

ave extractable chloride levels <2 g/kg [59]. The two Owens Lake
ust samples that were used for methods intercomparison did have
hloride at the 11–12 g/kg level but only 0.4 g amounts of these sam-
les were used for extraction and extract was diluted to 100 mL.
ig. S7 shows treats the 10-ppb standard as an unknown; a three
oint standard addition plot as practiced in the present work quan-
itates the unknown with a relative standard deviation of 8.6% for
–50 ppm chloride concentration and underestimates the actual
oncentration by ∼11%. The presence pf 100 ppm chloride how-
ver leads to a 26% overestimation. These limitations of the ICP–MS
easurements should be borne in mind when comparing results.

.3. Sequential extraction

Different extractants and extraction procedures for arsenic
xtraction from soil have been described in the literature
39,60–62]. It is not clear that there is any uniquely superior extrac-
ion procedure—after all, for geological purposes a total digestion

ay be most appropriate whereas for the purposes of measuring
ealth hazards of inhaled aerosol the amount that is likely to be
eadily bioavailable is of the greatest interest. Further, most aggres-
ive oxidative digestion procedures destroy original oxidation state
nformation. Microwave digestion is often used for exhaustive
xtraction, the USEPA recommends digestion with HNO3–H2O2
39].

Water, citric acid, sulfuric acid, nitric acid have all been used
or extracting As from soil samples. It has been noted that sulfu-
ic acid generally extracts much greater amounts than citric acid
60,63]. Fig. 1 shows the sequential extraction results of the three
ypes of samples; the absolute total amounts of arsenic measured
n the samples are shown under each bar (representing the total
xtracted in extracts A, B, etc., as appropriate). These results were all
btained with GPCL. Owens Lake dust samples consist essentially
f re-suspended material that used to constitute a lake. Perhaps
t is not surprising therefore that on average half of the arsenic
s readily extracted by water. There is very little As that remains
fter water extraction that is extractable by citric acid. What little
s measured in the citric acid extract may well be from the previous
xtractant in the liquid retained by the sediment. Similarly, there is

ery little arsenic left that is extractable by nitric acid that was not
lready extracted by sulfuric acid in these samples. In marked con-
rast, the fallow soils from Murshidabad examined (WB1–WB5) are
ain-washed well drained soils where the water-leachable arsenic
as apparently already leached and drained. In fact exclusively for
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pared in a sufficient volume to allow analyses by all three methods
(ICP–MS) by three point standard addition was examined.

Fig. 2 shows the result of the two present methods against the
ICP–MS data. Because blanks were repeatedly run and the results
already adjusted to zero, the regression lines were forced through
ig. 1. Fraction As extracted by sequential extraction. Half or more of the As in the
engal, India (middle group) contain only acid extractable As. The background soil
mounts extracted are given in mg/kg below each column. Sample details are given

B1, and in general to a major extent for the others, arsenic could
e extracted only with the oxidizing acid. The numbers below each
ar lists the total As extracted. The values for the WB samples are
ery similar to those reported by Roychowdhury et al. [64] for very
imilar samples. Note that the Owens Lake samples on the aver-
ge have 5–6× as much As compared to the samples from WB,
ndia and those have 1–2 orders of magnitude more As than the
ncontaminated background soils. Based on the results of repeated
xtractions with the same extractant (these data are not discussed
ere), extraction of these samples is likely incomplete and the total
s content may be much higher. The arsenic that is extracted comes
ut most readily in the sulfuric acid fraction. Even in the samples
here poultry litter was applied, only As(V) is seen; the same has

een observed by others [41,42]. A bar graph depicting the arsenic
ontent (Fig. S8) is given in SI. There is no universal agreement
n what the range of arsenic content in typical uncontaminated
oil is. While Smedley and Kinniburgh [65] suggest that a range of
–20 mg/kg is normal for well-aerated uncontaminated soils with

imited biological activities, others suggest a much lower “normal”
ange [66,67].

Despite reasonable efforts at homogenization, small aliquots
aken from solid samples are never completely homogeneous. This
ype of inhomogeneity was particularly apparent in the Owens
ake samples; arsenic concentrations determined in each extract
n replicate analysis of the same samples are shown in Fig. S9 in SI.
xcept for DIW as an extractant with the Owens Lake samples, the
mount of arsenic that is extracted by a particular extractant is not
ecessarily completed in the first extraction; both Figs. S8 and S9
how this.
.4. Method comparison

A subset of two samples from each class (OL3, OL6; WB4, WB5;
S3, GS6) was chosen for method intercomparison. Initial screening
y the LC method showed that As(V) was the only species present

F
m
p
i

s lake samples (left group) is water extractable while the soil samples from West
les from USGS also contain As only in a strong acid-extractable form. The absolute

n all the samples. For method intercomparison, the intrinsic vari-
bility of the arsenic content due to sample inhomogeneity cannot
e allowed to play a role. As such, only a sulfuric acid extract, pre-
ig. 2. Regression plots, ICP–MS vs. LC–PR–GPCL (circles) and ICP–MS vs. GPCL (dia-
onds). Horizontal error bars refer to the ICP–MS measurement, obtained by a three

oint standard addition method. The 1:1 correspondence line is fully coincidental
n this plot with the ICP–MS vs. LC–PR–GPCL regression line.
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Fig. 5. LC–PR–GPCL analysis of a sample extract (sulfuric acid extract, neutralized).
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ig. 3. A difference plot [65] shows no consistent bias for either of the GPCL methods
s. ICP–MS.

he origin. A paired t-test cannot take into account standard devi-
tions in the individual measurements which are substantial for
he ICP–MS measurements at the high end and for the GPCL mea-
urements at the low end. Still, the ICP–MS and the LC–PR–GPCL
ethods were indistinguishable at the p = 0.92 level while ICP–MS

nd the GPCL methods were indistinguishable at the p = 0.82 level.
he linear coefficients of determination are very high and the slopes
re indistinguishable from unity for ICP–MS vs. LC–PR–GPCL and
early so for ICP–MS vs. GPCL. Many believe that a difference plot
68] is of greater help to detect any consistent bias. Such a plot is
hown in Fig. 3 and indicates that there is no apparent bias of either

ethod relative to ICP–MS. With soil and dust samples, inherent

nhomogeneity is a greater source of uncertainty; this is shown in
ig. 4 for the Owens Lake dust samples where different aliquots
ere taken for analysis.

t
M
a
u

Fig. 4. Owens Lake dust sample arsenic content measure
ottom trace is from the unspiked sample (0.37, 0.45 and 0.70 mg/kg As as DMA,
s(III) and As(V), in soil, amounting to 41, 51 and 78 �g/L As in the extract, respec-

ively. The extract was then fortified to a level of 50 �g/L DMA and reanalyzed.

All of the above samples showed the presence of As(V) only.
ubstantial time had generally elapsed between sampling and anal-
sis and the samples were not stored in a manner that would have
revented microbial activity. Previously we had observed organic
s species to be present in stagnant surface water samples [33].
e procured a soil sample from a cultivated field and analyzed
his as soon as possible. DMA was present in this sample, but not
MA. A LC–PR–GPCL-based chromatogram of this sample, with

nd without added MMA is shown in Fig. 5. As analyzed, the
nspiked sample extract contained 41.1 ± 4.2, 50.8 ± 0.7, 0.0 ± 0.0

d in disparate aliquots by GPCL, PIXE and ICP–OES.
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nd 78.0 ± 0.7 �g/L As, respectively as DMA, As(III), MMA and As(V).
pon spiking with MMA to a level of 50 �g/L As, reanalysis yielded
2.1 ± 3.3, 48.3 ± 1.3, 51.6 ± 3.3, 78.1 ± 3.0 �g/L As for the same
espective species. The same samples were also analyzed by ICP–MS
or total As. The spiked and unspiked samples were respectively

easured to contain 172.4 ± 0.3 and 220.0 ± 1.7 �g/L As (based on
n ICP–MS calibration that contained equimolar amounts of all four
s species), compared to the chromatographic sum of 169.9 ± 4.4
nd 220.1 ± 5.7 �g/L As. In absolute amounts, the sample contained
.37 ± 0.04, 0.45 ± 0.01 and 0.70 ± 0.00 �g/g As abs DMA, As(III) and
s(V), respectively, clearly indicating the ability of the method to
peciate sub-ppm levels of As in soil.

. Conclusions

The gas phase chemiluminescence method for arsenic analysis
s an inexpensive affordable approach that is not only applica-
le to water, it is applicable to soil extracts and likely, a variety
f other sample types after appropriate extraction. Although the
eactor has to be manually washed afterwards, it is interesting to
ote that because the method intrinsically involves matrix isola-
ion, it is capable of handing mud or sediment samples directly.
he GPCL equipment costs ∼1% of that of ICP–MS and can reach an
OD within a factor of 4 of the large, expensive instrument. Unlike
CP–MS, there is no chloride interference issue and there are no
eeds for internal standards or standard addition based quanti-
ation. At a typical consumption rate for argon of 10+ L/min for a
ypical ICP-based spectrometer, the operating costs are also two
rders of magnitude lower. The GPCL technique can be used equally
ell with and without a chromatographic front end for speciation.

t is ironic that all speciation work on samples from South Asia,
here the problem is the most acute, has been carried out in fact

utside the affected countries. The GPCL technique can bring afford-
ble speciation to many laboratories. We had previously published
complete parts/vendor list [32] and reiterate herein the offer that
e will provide assistance to any nonprofit organization interested
n building GPCL analyzers for As.
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a b s t r a c t

A rapid and simultaneous method for residue identification and quantification for seven pesticides in
agricultural soils has been developed to study a realistic situation in vineyard. The target compounds are
two insecticides, two herbicides and three fungicides, from different chemical families. The procedure is
based on a pressurized liquid extraction (PLE) with acetone, before a multiresidue GC–MS analysis. The
recovery of PLE is between 53.8 ± 2.4 and 99.9 ± 4.4% according to pesticide. A limit of detection (LOD)
between 1.4 and 4.6 �g kg−1 of dry soil was obtained for five analytes. This procedure for testing soil
contamination is sensitive and easy to perform.
Pressurized liquid extraction (PLE)
Gas chromatography–mass spectrometry
(
S

© 2008 Elsevier B.V. All rights reserved.

1

i
c
c
t
u
e

y
w
a
e
s
c
p
t
t

U
A

d
y

m
s
u
t
T
t
T
b
i
s
s
e

0
d

GC–MS)
oil samples

. Introduction

Pesticides are widely sprayed on agricultural land, especially
n wine-growing areas, because of their agronomic applications:
hemical weeding, yield damage prevention, pest control against
rop destruction, etc. New agricultural practices attempt to reduce
he quantities of toxic compounds applied but pesticides are still
sed in vineyards. They could accumulate in soils and become a real
nvironmental pollution risk [1].

Different mixtures of compounds are typically sprayed on vine-
ards. However, a cocktail of seven of them is widely used by
ine growers (especially in the Gaillac area, south-west France),

nd potentially present in soil. These pesticides belong to sev-
ral different chemical families: two herbicides (flazasulfuron:
ulfonylurea, and flumioxazin: N-phenylimide), two insecti-

ides (chlorpyrifos-ethyl: organophosphate, and �-cyhalothrin:
yrethroid), and three fungicides (metalaxyl: xylylalanine, folpet:
hiophtalimide, and myclobutanil: triazole). So, the aim of
his study was to elaborate a rapid and efficient method to
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etermine pesticide accumulation and pollution in Gaillac vine-
ard.

Sample preparation and compound extraction is one of the
ost delicate steps in pesticide determination at trace levels in

oils. At present, pesticide extraction from soils is mostly done
sing the Soxhlet technique [2,3], the ultrasonic assisted extrac-
ion (UAE) [4] or microwaves-assisted extraction (MAE) [3,5–7].
he non-exhaustive Table 1 shows an overall picture of the different
echniques previously used for each compound of this vine cocktail.
he extraction procedure changes according to the sample matrices
ut Table 1 reports also solid–liquid extraction [8] and pressur-

zed liquid extraction (PLE) [9,10] for vine pesticide extraction from
oils, sediments, composts or sludges. However, a new study has
hown that PLE has better extraction efficiency than MAE or Soxhlet
xtraction for PAHs and organochlorine pesticides [11]. Moreover,
s reported by Ferrell and Vencill [12], PLE was proved to be a highly
fficient and repeatable means of extracting flumioxazin from soils.

Table 1 summarizes too the different analytical procedure that
ave been used for each target compound. These seven vine pes-
icides have already been studied individually [12,13] or with

lass-specific methods in different sample matrices. According to
he matrix and the analyte, pesticide determination was carried out
y different analytical methods such as liquid chromatography–
ass spectrometry (LC–MS) or gas chromatography–mass spec-

rometry (GC–MS) (see references in Table 1). Even if the detection
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Table 1
Reported procedures for pesticide residues determination in different matrices

Pesticide Extraction Procedure Analytical Technique Multiresidue method Sample, Matrices Methodological LOD Ref.

Flazasulfuron SPE LC–MS Multiresidue Waters 0.005 �g mL−1 [13]

Metalaxyl SPE HPLC-UV Multiresidue with myclobutanil Groundwaters 0.035 �g mL−1 [14]

/ GC-NPD Multiresidue with myclobutanil Air samples 0.012 �g mL−1 [18]
HPLC Air samples 0.012 �g mL−1

Ethyl acetate extraction LC–MS/MS Multiresidue with clorpyrifos
and myclobutanil

Fresh grape samples 10 �g kg−1 [19]

SPE GS–MS Multiresidue Surface and groundwaters 0.01 �g mL−1 [20]
SPE GS–MS Multiresidue with �-cyhalothrin Leafy vegetables 1 �g kg−1 [21]
Water and methanol
extraction

LC–MS/MS Multiresidue Tobacco plants 20–40 �g kg−1 [22]

Solid–liquid extraction GS–MS Multiresidue with folpet Soils 1–4 �g kg−1 (soils) [8]
Sediments 1–5 �g kg−1 (sediments)

Ethyl
acetate + dispersive SPE

GC-TOF/MS Multiresidue with chlorpyrifos,
myclobutanil and �-cyhalothrin

Grapes 13 �g kg−1 [23]

GC X GC-TOF/MS Grapes 3 �g kg−1

Chlorpyrifos Ethyl acetate extraction LC–ESI-MS/MS Multiresidue with metalaxyl and
myclobutanil

Fresh grape samples 10 �g kg−1 [19]

PLE GC–MS Multiresidue Composts 30 �g kg−1 [9]

Ethyl
acetate + dispersive SPE

GC-TOF/MS Multiresidue with metalaxyl,
myclobutanil and �-cyhalothrin

Grapes 6 �g kg−1 [23]

GC X GC-TOF/MS Grapes 1 �g kg−1

PLE GC–MS Multiresidue Sludges <62 �g kg−1 [10]
Agricultural soils <31 �g kg−1

Folpet Solid–liquid extraction GC–MS Multiresidue with metalaxyl Soils 1–4 �g kg−1 (soils) [8]
Sediments 1–5 �g kg−1 (sediments)

SPE HPLC-UV Multiresidue Fruit juices 0.5 �g kg−1 [15]

Myclobutanil / GC-NPD Multiresidue with metalaxyl Air samples 0.006 �g mL−1 [18]
HPLC Air samples 0.006 �g mL−1

Ethyl acetate extraction LC–ESI-MS/MS Multiresidue with metalaxyl and
chlorpyrifos

Fresh grape samples 10 �g kg−1 [19]

Ethyl
acetate + dispersive SPE

GC-TOF/MS Multiresidue with metalaxyl,
chlorpyrifos and �-cyhalothrin

Grapes 10 �g kg−1 [23]

GC X GC-TOF/MS Grapes 2.5 �g kg−1

�-Cyhalothrin Combined SPE GC–MS/MS / Vegitable oils 0.3 �g kg−1 [24]
Ethyl acetate + solid
phase dispersion

LC–MS/MS / Fruits 0.4–2 �g kg−1 [25]

SPE GC–MS Multiresidue with metalaxyl Leafy vegetables 2 �g kg−1 [21]

Ethyl
acetate + dispersive SPE

GC-TOF/MS Multiresidue with metalaxyl,
myclobutanil and chlorpyrifos

Grapes 17 �g kg−1 [23]

GC X GC-TOF/MS Grapes 3 �g kg−1

Flumioxazin SPE-LLE-PLE GC–MS / Soils, waters Insrumental LOD: 9 ng mL−1 [12]
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atography (ESI: electrospray ionisation); MS, mass spectrometry; SPE, solid-phas

erformance liquid chromatography; TOF, time of flight; NPD, nitrogen–phosphoro

imits depended on matrices, GC–MS provided often better results
han LC–MS in terms of LOD (limits of detection), except for water
nd liquid samples [13–15].

Table 1 shows that these seven analytes have never been anal-
sed simultaneously. However, they are lipophilic, volatile and
hermally stable (except for flazasulfuron); so they can be deter-

ined using the PLE/GC–MS tandem. Moreover, the use of the PLE
echnique coupled with GC–MS analysis has already been tested
ith success in soil samples [10,16,17], particularly for organochlo-
ine pesticides.
Thus, the aim of this paper is to focus on an actual case of pos-

ible contamination, and then set out a new analytical protocol.
e propose a rapid method for the simultaneous determination of

even multi-class analytes from agricultural soils. It is suitable for
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Abbreviations: LOD, limit of detection; GC, gas chromatography; LC, liquid chro-
ction; PLE, pressurized liquid extraction; LLE, liquid–liquid extraction; HPLC, high

ector.

outine soil analyses from vineyards, often contaminated with this
idely used pesticide cocktail.

. Experimental

.1. Chemicals and reagents

The standard pesticides were purchased from Promochem (Mol-
heim, France) (purity ≥ 98%). Syngenta Agro SAS (Saint Cyr l’Ecole,

rance) supplied two compounds: �-cyhalothrin and metalaxyl.
tandard stock solutions were prepared by dissolving each pesti-
ide in acetone (1 �g �L−1). Reagents and solvents with pesticide
nalytical grade were obtained from Sigma–Aldrich (St Quentin
allavier, France).
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Table 2
Retention times (RT) and specific selected ions for pesticide identification

Molecule Use Molecular weight RT (min) Specific fragment ions (m/z)

Quantification ion (m/z (% relative abundance)) Qualification ions (m/z (% relative abundance))

Flazasulfurona Herbicide 407.4 12.23 231.1 (100) 232 (16); 188.1 (16)
Metalaxyl Fungicide 279.3 13.02 206.1 (87) 160 (100); 132.1 (60)
Chlorpyrifos-ethyl Insecticide 350.6 13.51 197 (100) 199 (88); 313.9 (83)
Folpet Fungicide 296.6 14.24 260 (94) 130 (100); 104.1 (72)
Myclobutanil Fungicide 288.8 14.87 179 (100) 152 (42); 150 (32)
�-Cyhalothrin Insecticide 449.9 17.10 181.1 (100) 197.1 (42); 141.2 (33)
Flumioxazin Herbicide 354.3 20.46 354 (100) 232 (16); 188.2 (15)
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a Degradation product.

.2. Apparatus

The extraction procedure was carried out using an Accelerated
olvent Extraction apparatus: ASE 100 system from Dionex S.A.
orporation (Voisins Le Bretonneux, France) with 66 mL stainless-
teel vessels. A Finnigan Polaris Q gas chromatograph-ion trap mass
pectrophotometer (Thermo Electron Corporation, Courtaboeuf les
lis, France) with an RTX-5 (Restek Corporation, Lisses, France) col-
mn (30 m × 0.25 mm i.d., 0.25 �m) was used for the quantitative
nalysis. The mass spectrometer was operated in electron-impact
ode (EI-70 eV).

.3. Soil samples

Agricultural soil samples were collected from an experimental
rea in a Gaillac vineyard, from the top 40 cm layer. After collection,
he samples were immediately frozen in plastic bags at −20 ◦C until
xtraction and quantitative analysis. The samples were dried 1 h at
0 ◦C for dehydration before extraction.

The experiment yield recoveries, linearity and limits of detection
LOD) were determined using an uncontaminated soil (from the
ame area and with a similar composition) spiked with the target
esticides at known concentrations (concentration range from 1 to
0 �g kg−1).

.4. Pressurized liquid extraction

Pesticide concentrations in soil samples were determined using
ressurized liquid extraction with 100 g being introduced into a
6 mL cell with a piece of cellulose paper in the bottom. Extraction
as performed at 107 Pa. PLE variables were selected carefully: sol-

ent, temperature and number of cycles were tested in order to
mprove the soil extraction procedure and after several trials (Sec-
ion 3.1), acetone was chosen as extraction solvent. Temperature
as 100 ◦C, with 3 cycles per sample, a 60% flush volume, a static

ime of 3 min and a purge time of 120 s [26,27]. The extract was
vaporated to dryness using a rotary evaporator (38–42 ◦C) and the
ask was rinsed three times with dichloromethane. The sample was
hen concentrated under reduced pressure and re-dissolved with
00 �L of dichloromethane.

.5. GC–MS analysis

1 �L of the final extract was injected into the GC–MS for a multi-
esidues detection under temperature gradient.
The instrumental conditions were adapted from Kawata et al.
9]. The injector temperature was 250 ◦C, in splitless mode. The
ven temperature was programmed from 50 ◦C (hold 1 min) to
80 ◦C at 15 ◦C min−1 (hold 10 min). Helium (alpha 2 from Air Liq-
ide, France) was used as carrier gas (1 mL min−1). The transfer line

i
C
d

t

he chosen ion is the most representative of the analyte even if its relative abundance

nd ionisation temperatures were 200 and 250 ◦C, respectively. The
ass spectrometer was calibrated daily.
All the compounds could be identified by their retention time

n the chromatogram and their specific ion m/z on the mass spec-
rum (Table 2). Peak areas were obtained from the chromatogram in
otal ion current (TIC) with selected ion extraction. Pesticide quan-
ification was based on comparison of the areas in the samples with
hose of the standards (external standard method).

Extractions and GC/MS analyses were made in triplicate.

. Results and discussion

.1. Effect of the PLE variables

Extraction solvent, temperature and number of cycles are impor-
ant parameters to improve in order to achieve efficient extraction.
ll the seven pesticides listed were used for evaluating the effect
f these variables.

Five different extraction solvents, acetone, hexane, dichloro-
ethane, ethyl acetate and acetonitrile, selected according to their

hysico-chemical properties (polarity and pesticide solubility effi-
iency), were evaluated by studying their desorption efficiency.

Table 3 shows the results of the influence of solvent on pesticide
xtraction recoveries, at a temperature of 100 ◦C (see below). The
hoice of solvent for extraction improvement is made by selecting
he one with the best desorption efficiency for the largest number
f compounds. Hexane is only efficient for two of the multi-class
nalytes: chlorpyrifos and �-cyhalothrin, for the other compounds,
he recoveries did not exceed 28%. With dichloromethane and ethyl
cetate, the recoveries were average. The two most efficient were
cetonitrile and especially acetone, which was thus selected as PLE
olvent because of its improvement in the extraction methodology
nd advantages in use. In fact, acetone allows lipophilic compound
olubility (>4000 g L−1 for several pesticides [28]), it is only weakly
oxic (DL 50 = 5800 mg kg−1 in the rabbit [29]) and easily eliminated
n the environment. Moreover, as one of the cheapest solvents it can
e used for routine analyses in the laboratory.

The effect of the extraction temperature on PLE performance for
he seven pesticides was evaluated by testing three levels (80, 100
nd 120 ◦C).

Table 4 confirms that 100 ◦C is the best temperature for optimal
esticide extraction. The recoveries were higher for the seven ana-

ytes. A temperature of only 80 ◦C is not high enough to disrupt
he solute-matrix interactions and active sites in soil [9]. How-
ver, results show a decrease in efficiency when the temperature is

ncreased to 120 ◦C, as previously reported by Kawata et al. [9] and
oncha-Grana et al. [16] for a temperature of 150 ◦C. Pesticides are
amaged by high temperatures.

Thus, a temperature of 100 ◦C was recommended for the extrac-
ion of the target pesticides.
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Table 3
Influence of solvent on pesticide extraction recoveries

Analytical recovery (%)

Acetone Hexane Dichloromethane Ethyl acetate Acetonitrile

Mean (%) S.D. (%) Mean (%) S.D. (%) Mean (%) S.D. (%) Mean (%) S.D. (%) Mean (%) S.D. (%)

Flazasulfurona 68.00 4.65 8.49 4.56 62.08 3.11 59.77 4.26 67.70 2.26
Metalaxyl 99.90 4.40 14.49 3.87 64.36 2.45 81.35 2.71 63.40 3.04
Chlorpyrifos 53.83 2.36 81.36 3.42 41.25 2.85 47.67 2.85 50.46 3.47
Folpet 64.33 4.06 28.01 2.36 42.11 4.08 58.57 3.46 57.51 3.31
Myclobutanil 81.20 0.81 11.59 3.38 77.68 1.99 70.81 2.39 71.56 2.84
�-Cyhalothrin 87.43 2.97 101.1 5.01 77.82
Flumioxazin 96.33 4.91 7.2 3.42 20.9

a Degradation product.

Table 4
Influence of temperature on pesticide extraction recoveries

Analytical recovery (%)

80 ◦C 100 ◦C 120 ◦C

Mean (%) S.D. (%) Mean (%) S.D. (%) Mean (%) S.D. (%)

Flazasulfurona 24.33 3.59 68.00 4.65 50.01 4.12
Metalaxyl 55.76 3.86 99.90 4.40 46.92 3.16
Chlorpyrifos 33.55 3.18 53.83 2.36 24.85 3.25
Folpet 35.17 2.16 64.33 4.06 28.86 4.92
Myclobutanil 60.93 2.45 81.20 0.81 48.41 4.67
�-Cyhalothrin 60.3 4.06 87.43 2.97 55.71 2.83
Flumioxazin 10.24 2.78 96.33 4.91 21.61 4.64

a Degradation product.

Table 5
Influence of the number of cycles on pesticide extraction recoveries

Recovery of each cycle in percentage of the total extractible
quantity (%)

First extraction
cycle

Second extraction
cycle

Third extraction
cycle

Flazasulfurona 33.9 46 19.2
Metalaxy 79 18.7 2.2
Chlorpyrifos 80.7 16.6 <LOD
Folpet 86.2 12.7 <LOD
Myclobutanil 80.7 18.5 <LOD
�
F

o
t
s

m
e
c
d
p

w
T
m
t
t
(

3

b
t
m
m

s
e
e
i
m
t
m

-Cyhalothrin 84.9 13.9 <LOD
lumioxazin 81 12.6 <LOD

a Degradation product.
The number of extraction cycles was evaluated at a temperature
f 100 ◦C with acetone. The results are given in Table 5. We noticed
hat two extraction cycles provided a good recovery, and could be
ufficient to remove the total pesticide contents extractable by the

m
o
p
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Fig. 1. A qualitative chromatogram in
2.41 84.50 3.01 106.01 6.12
3.78 31.60 2.97 21.26 3.15

ethodology. However, a third cycle was necessary to improve the
xtraction of two compounds (metalaxyl and flazasulfuron), so we
hose three extraction cycles for this study. Actually, one cycle more
id not increase significantly the solvent volume to evaporate and
rolong the total extraction time of only a few minutes.

The efficiency and matrix effect during extraction were checked
ith an inert matrix (celite) spiked with the seven target pesticides.

his method helped to detect anomalies due to extraction or instru-
ental causes (pressure and temperature). All the recoveries were

he same as with the contaminated soil (statistical analysis with
he non-parametric Kruskal–Wallis test, using the SPSS program
standard version 11.0, SPSS Inc.)).

.2. Evaluation of the method performance and validation

The target compounds were identified in the soil matrix
y their retention time and their mass spectrum. A qualita-
ive chromatogram in total ion current (Fig. 1) shows that the

ulti-class compounds are simultaneously determined with the
ulti-residues method.
It is well known that sulfonylureas are generally not very respon-

ive to separation by gas chromatography (GC) because of their
xtremely low volatility and high thermal instability [30], which
xplains why the herbicide flazasulfuron has so far only been stud-
ed using liquid chromatography [13]. However, this multi-class

ethod allows the reproductive determination of the degrada-
ion product of flazasulfuron by GC–MS. The ion tracked in the

ass spectrum (Fig. 2) is the thermolyze product, and while this

ethodology does not give flazasulfuron detection, it is possible to

btain a good idea of flazasulfuron concentration in the soil sam-
le by following its degradation product, which has good linearity
Table 6). The ion 231.1 is chosen because of good sensitivity and
electivity.

total ion current (TIC mode).
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Fig. 2. Mass spectrum of the thermolyze product of the sulfonylurea herbicide flazasulfuron.

Table 6
Data for calibration curves and quantitative analysis

Chromatogram area with ion extraction (3 replicates for each standard solution) R2

0.00025a 0.0005a 0.00075a 0.001a 0.0025a 0.005a 0.0075a 0.01a

Area mean S.D. Area mean S.D. Area mean S.D. Area mean S.D. Area mean S.D. Area mean S.D. Area mean S.D. Area mean S.D.

Flazasulfuronb 859 9 1668 67 3104 127 4393 241 11014 443 29350 1175 48672 2092 66770 2874 0.989
Metalaxyl 508 5 1524 52 2260 112 4130 229 8390 328 22093 994 33184 1493 44840 1793 0.995
Chlorpyrifos 435 3 820 8 1235 46 2008 102 5021 204 11643 558 19521 839 27729 1275 0.989
�-Cyhalothrin <LOD <LOD 199 8 807 7 1563 48 4257 178 8424 353 12998 571 0.947
Folpet <LOD 1890 111 3792 136 5919 239 13025 526 32640 1386 52582 2314 71021 3195 0.993
Myclobutanil 1490 71 2866 114 4887 245 7909 320 18827 753 54254 1807 89645 3852 123017 5658 0.986
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lumioxazin <LOD <LOD 276 11 906

a Concentration �g �L−1.
b Degradation product.

In order to evaluate performance and quantification for all the
arget pesticides, spiked samples of soil were used. No target pesti-
ides were detected from these uncontaminated (blank) samples
hich were then spiked with the cocktail of pesticides at dif-

erent concentrations (range from 1 to 50 �g kg−1 of soil). The
amples were extracted 1 day after spiking and injected in GC–MS to
stimate the methodological limits of detection (LOD) and quantifi-
ation (LOQ). The instrumental LOD and LOQ were determined with
esticide standards in acetone (see concentration range in Table 6).
range of pesticide concentrations (three replicates for each stan-

ard solution) allows the linearity of the calibration curve to be
hecked for each analyte, using peak areas (Table 6). Good response
inearity was found for all the pesticides at concentrations within
he tested interval (see R2 in Table 6).

The limits of detection and quantification of the pesticides were
xperimentally obtained in TIC with ion extractions, on a signal-to-
oise basis of 3:1 and 10:1, respectively. Table 7 gives the values of
nstrumental and methodological limits of detection and quantifi-
ation. The LODs and LOQs were defined as three times of standard
eviation (S.D.) on the basis of three independent determinations.
he methodological LOD values are higher than those obtained
nstrumentally (with standard solutions). In fact, the methodolog-

4

s

able 7
imit of quantification (LOQ) and limit of detection (LOD) for each compound

Instrumental (standard solutions)

LOQ (10:1) (�g/mL−1) LOD (3:1) (�g/m

lazasulfurona 0.69 0.25
etalaxyl 0.79 0.25

hlorpyrifos 0.81 0.25
olpet 2.82 1
yclobutanil 1.38 0.5

-Cyhalothrin 0.75 0.25
lumioxazin 3.06 1

a Degradation product.
1864 104 5899 253 10886 468 14018 589 0.972

cal LOD (or LOQ) includes all the procedural steps from sample
ollection to pesticide detection by mass spectrometry after GC/MS
njection. So, the methodological values give an overall picture of
xtraction recoveries and the potential matrix effect in analyte
etermination. The matrix effect increases the LOQ and LOD a little,
ut it is still rather weak.

The methodological LOD (Table 7) are between 1.4 and
.6 �g kg−1 of dry soil for five compounds (not flumioxazin or
olpet). These LOD are in agreement with the bibliography values
xpressed in Table 1 for metalaxyl in soil and sediments samples
8] and for myclobutanil in grape samples [23], with GC–MS. For
-cyhalothrin, better values were obtained than those obtained
reviously in fruits and vegetables [21,23]. An improvement in
OD with the PLE/GC–MS tandem is achieved for chlorpyrifos in
oils or composts as compared with previous methods reported in
iteratures [9,10], Table 1. Thus, this new multiresidue method is
ensitive, precise and easy to perform.
. Application

This method was tested on a series of 54 agricultural soil
amples collected from a Gaillac vineyard over a whole season

Methodological

L−1) LOQ (10:1) (�g/kg−1) LOD (3:1) (�g/kg−1)

11.20 3.68
8.87 3.75

14.01 4.64
19.43 7.77
8.19 3.08
3.26 1.43

14.57 5.19
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rea (controls). Each sample was divided into three depths, and
very depth fraction was analysed in triplicate. We demonstrated
hat the procedure was very useful for checking pesticide residues
n natural soils that had not been spiked artificially. Even if the
oncentrations were low, pesticide determination was still possi-
le.

No target compounds were detected in blanks. During the pes-
icide spreading season, six analytes could be easily detected. The
olpet was quickly degraded and not detected from the soil sam-
les, as previously reported by Bermudez-Couso et al. [8,28]. The

nsecticides chlorpyrifos and �-cyhalothrin were only detected in a
ery few samples of surface soil (0–5 cm of depth). The concen-
rations were at the limit of detection for these two pesticides.
his observation suggests that chlorpyrifos was retained in soil
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. Conclusion
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usly determine seven multi-class pesticides in agricultural soils.
his method is sensitive (LOD between 1.4 and 4.6 �g kg−1 of dry
oil for five compounds) and easy to perform (only two steps,
omplex instrumentation is not required) reducing costs, time and
esidue loss. The optimum conditions of pressurized liquid extrac-
ion and GC/MS detection have been established to improve method

electivity and sensitivity. It is certainly adapted to testing agri-
ultural soil contamination because we investigated a cocktail of
esticides widely sprayed on vines. It has been validated by the
tudy of soil samples from a Gaillac vineyard and could be applied
or routine analyses.

[
[
[
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a b s t r a c t

A simple colorimetric and ratiometric fluorescent anion sensor 1, 3,6-dichloro-1,8-dinitrocarbazole, was
rationally designed and synthesized on basis of the mechanism of intramolecular charge transfer (ICT). In
DMSO solutions of 1, the presence of AcO−, F− and H2PO4

− gave birth to the formation of a 2:1 host-to-
guest complex, which was synchronously accompanied by a ‘naked-eye’ color change from light yellow
vailable online 1 July 2008

eywords:
olorimetric
atiometric
luorescence

to purple, a red-shift of the absorption spectrum and a blue-shift of the emission spectrum.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Nowadays, development of chemosensors capable of recogniz-
ng and sensing anions is rapidly expanding area of interest in
upramolecular chemistry because anions play an important role in
wide range of chemical and biological processes [1,2]. For exam-
le, fluoride ion is drawing a special attention due to its beneficial
e.g., prevention of dental caries and treatment of osteoporosis)
s well as detrimental (e.g., fluorosis) roles [3]. And phosphate
s associated with a number of important biomineralization pro-
esses such as bone formation as well as pathological processes:
he genesis of renal stones [4]. Accordingly, a wide variety of either
ositively charged or neutral organic anions sensors based on visual
naked-eye), optical (absorption, fluorescence) and electrochemi-
al receptors have been reported to date [5–9].

During the last few years, the fluorescent sensors appear partic-
larly attractive because they offer the potential for high sensitivity
t low analyte concentration [10,11]. Most of the reported receptors
pon binding with anions exhibit fluorescence intensity changes

n a single wavelength [12–14]. However, several factors such
s phototransformation, receptor concentration and environmen-
al effects contribute to the fluorescence intensity modulation
f a system [15]. The ratiometric fluorescence signaling, which

∗ Corresponding author. Tel.: +86 22 23502624; fax: +86 22 23502458.
E-mail address: hklin@nankai.edu.cn (H. Lin).
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nvolves the measurement of changes in the ratio of the fluores-
ence intensities at two different wavelengths, is preferred to the
onventional method of monitoring the fluorescence intensity at
single wavelength [16–18]. Therefore, the design of the ratio-
etric fluorescent sensors is of great current interest [19]. The
ajor challenge to ratiometric fluorescence signaling is developing
system with two emitting states having both the wavelength-

ependent and substrate-dependent emission properties [20]. As
general rule, when a fluorophore contains an electron-donating

roup (often an amino group: anion binding sites) conjugated to
n electron-withdrawing group (the change in dipole moment
an be quite large), it undergoes intramolecular charge transfer
ICT) from the donor to the acceptor upon excitation by light.
he consequent change in dipole moment results in a Stokes
hift that depends on the microenvironment of the fluorophore
21,22].

Bearing these in mind, we designed and synthesized the fluo-
escent sensor 1, 3,6-dichloro-1,8-dinitrocarbazole, which showed
atiometric response towards anions based on the ICT mechanism.
he choice of 1 as the ratiometric fluorescent sensor was mainly
ased on the fact that (1) the NH moiety acted as an anion binding
ite; (2) two –NO2 groups were an electron-withdrawing group and

chromophore; (3) in this molecule, an electron-donating group

–NH as an anion binding site) was conjugated to an electron-
ithdrawing group. Accordingly, ratiometric sensing is possible
ue to altered ground and excited state energetics of the ICT probe
pon anion complexation. Just as expected, the sensor 1 could act as
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convenient, colorimetric and ratiometric fluorescent chemosen-
or for biologically inorganic anions.

. Experimental

.1. Apparatus

1H NMR spectra were obtained on a Varian UNITY Plus-400 MHz
pectrometer. ESI-MS was performed with a MARINER appara-
us. C, H, N elemental analyses were made on an elementar
ario EL. UV–vis spectra were recorded on a Shimadzu UV2450
pectrophotometer with quartz cuvette (path length = 1 cm) and
uorescent spectra were recorded on a Shimadzu RF-5301PC Spec-
rophotometer at 298.2 ± 0.1 K and the width of the slits used is
0 nm.

.2. Chemicals

All reagents for synthesis obtained commercially were used
ithout further purification. In the titration experiments, all the

nions were added in the form of tetrabutylammonium (TBA) salts,
hich were purchased from Sigma–Aldrich Chemical, stored in a

acuum desiccator containing self-indicating silica and dried fully
efore using. DMSO was dried with CaH2 and then distilled in
educed pressure.

.3. General method

All titration experiments were carried out at 298.2 K, unless oth-
rwise mentioned. UV–vis spectra were measured using an UV–vis
pectrophotometer, UV2450 (Shimadzu Corp., Kyoto, Japan). A
.0 × 10−5 M solution of the compound 1 in dried DMSO and solu-
ions of 0.10 M tetrabutylammonium (TBA) salts of the respective
nions were prepared in dried DMSO and were stored under a dry
tmosphere. These solutions were used for all spectroscopic stud-
es after appropriate dilution. Then, given amount of the solution
f 1 was added to the quartz cuvette and the increased amount
f anions tested (0.1 M in DMSO-d6) was added to the solution
bove-mentioned, whose absorbance/emission spectra was tested
mmediately.

1H NMR titration experiments were carried out in the DMSO-
6 solution (TMS as an internal standard). A 1.0 × 10−2 M solution
f the compound 1 in DMSO-d6 was prepared. Then, the increased
mount of fluoride anion (1.0 M in DMSO-d6) was added to the solu-
ion above-mentioned and 1H NMR of the host–guest system was
ested.

.4. Synthesis

.4.1. 3,6-Dichlorocarbazole (2)

The compounds 1 and 2 were synthesized according to the liter-

ture [23] (see Scheme 1). To a three-neck, 250 ml round-bottomed
ask, carbazole (10 g, 0.06 mol) and CH2Cl2 (100 ml) were added
nd the flask was equipped with a mechanical stirrer and a ther-
ometer. The resulting mixture was cooled to 0 ◦C and then SO2Cl2

o
5
c
p
T

Scheme 1. General synthetic route
(2008) 273–277

9.6 ml, 0.12 mol) was added dropwise while the solution was being
igorously stirred (note: the temperature did not exceed 2 ◦C). After
he addition, the cooling bath was removed and the reaction mix-
ure was stirred for another 4 h at rt. Then, the solid precipitate was
ltered off, washed with CH2Cl2 and dried to give raw product. The
aw 3,6-dichlorocarbazole was suspended in 250 ml of hexane and
oiled for 0.5 h. The suspension was filtered, giving pure product
8.35 g, 59%); mp 200–203 ◦C (lit. 205 ◦C).

.4.2. 3,6-Dichloro-1,8-dinitrocarbazole (1)
To a three-neck, 250 ml round-bottomed flask, 3,6-dichlo-

ocarbazole (8.35 g, 35 mmol), acetic acid (28 ml) and acetic anhy-
ride (21 ml) were added and then, the flask was equipped with a
agnetic stirrer, a dropping funnel and a thermometer. The solu-

ion was cooled to 1 ◦C and 100% HNO3 (4.5 ml, 0.11 mol) began
o be added dropwise while stirring and the temperature did not
xceed 1 ◦C. Following the addition of 1/8 of the whole volume of
NO3, the cooling bath was replaced with an oil bath. The mixture
as heated to 60 ◦C and half of HNO3 was added at this temper-

ture. During the addition of the remaining HNO3, the reaction
ixture was further heated, until it reached to 75 ◦C. After the

ddition was completed, the temperature of the solution was ele-
ated to 110 ◦C for next 10 min. Afterwards, the suspension was
ltered while hot and the product was washed with boiling acetic
cid (10 ml) and diethyl ether. 8.07 g (70%); mp 281–283 ◦C (lit.
84 ◦C); 1H NMR (DMSO-d6): ı 11.30 (s, 1H, NH), 8.98 (s, 2H, H-
and H-5), 8.49 (d, 2H, J1 = 1.6, H-2 and H-7); ESI-mass: m/z calcd.

or C12H5N3O4Cl2 [M]+: 324.97, found: 324.30; elemental analysis
alcd. for C12H5N3O4Cl2: C, 44.20; H, 1.55; N, 12.89; found: C, 44.36;
, 1.61; N, 12.85.

. Results and discussion

The anions binding ability of the receptor 1 with F−, Cl−, Br−,
−, AcO− and H2PO4

− in DMSO was explored with the naked-eye
xperiment, the UV–vis absorption, the fluorescence spectrometry
nd the 1H NMR titration. The anions tested were used as tetrabuty-
ammonium salts to 4.0 × 10−5 M solutions of the host molecule 1
n DMSO.

.1. Colorimetric signaling and UV–vis spectral titrations

The analyte recognition via hydrogen-bonding interactions
ould be easily followed by the naked-eye or by monitoring the
hanges in the UV–vis absorption spectra of the receptor 1. Initially,
he qualitative estimation of the affinity of the sensor 1 towards
arious anions was performed visually (see Fig. 1). Instantaneous
olor changes were observed from light yellow to purple upon
ddition of 8 equiv of F−, AcO− or H2PO4

− to DMSO solutions
f 1 (4.0 × 10−5 M). Conversely, no detectable color changes was

bserved even addition of a large excess of Cl−, Br− and I− (up to
0 equiv) to the sensor 1. It is noteworthy that, for 1, the naked-eye
olor changes were fully reversible upon addition of water, which
resumably competed with the anions for the binding site [24].
he result indicated that the color changes were most probably

s to the target compound 1.
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F ions (from the left to the right: 1 only, 1+ 8 equiv AcO− , 1+ 8 equiv H2PO4
− , 1 + 8 equiv F− ,
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ig. 1. Color response of the receptor 1 in DMSO (4.0 × 10−5 M) to the addition of an
+ miscellaneous anions including 8 equiv Cl− , 8 equiv Br− and 8 equiv I− , respectiv

wing to the formation of the new 1 anion complexed species
ith different electronic properties from that of the receptor 1 and

herefore, a new color (purple) was observed.
Fig. 2 showed the family of spectra recorded on titrating a DMSO

olution 4.0 × 10−5 M of 1 with a standard DMSO solution of [Bu4N]
cO. Care was taken to avoid the contamination by water dur-

ng the preparation of the solution and titration. Obviously seen
rom Fig. 2, the compound 1 was characterized by a broad strong
bsorption band centered at 370 nm and a weak absorption band
entered at 256 nm. As the concentration of AcO− increased step-
ise, the peak at the �max of 370 nm, the �–�* transition of the

hromophore, disappeared gradually, the absorption intensity at
56 nm increased and a new band at 510 nm appeared, which was

ntramolecular charge transfer (ICT) band [25]. At the same time,
he color of the sensor solution changed from light yellow to pur-
le. The results obtained demonstrated the H-bond interactions
etween the host and the anionic guests affected the electronic
roperties of the chromophore, resulting in a new charge transfer

nteraction between the electron rich –NH moiety bond anion and
he electron deficient –NO2 moiety along with a color change [26].
n addition, there were two well-defined isosbestic points at 306
nd 425 nm, respectively, indicating that the stable complex hav-
ng a certain stoichiometric ratio between the receptor 1 and AcO−

nion formed [27]. A job plot indicated the formation of a 2:1 1-to-
− complex (see Fig. 3). Similar changes were observed in UV–vis

pectra of 1 upon addition of F− and H2PO4

− ions. Nevertheless, the
eceptor 1 was insensitive to addition of excess equiv. Cl−, Br− and
− ions (see Fig. 4).

ig. 2. Evolution of the UV–vis spectrum of the receptor 1 (4.0 × 10−5 M in DMSO)
uring the titration with tetrabutylammoniun (TBA) AcO− .

(

F
t

Fig. 3. The stoichiometry analysis of complex 1·AcO− by Job plot analysis.

.2. Association constants

The 2:1 host–guest interaction was analyzed according to
enesi–Hildebrand equations for spectroscopic UV–vis titration

Eq. (1)) [28]

A0

A − A0
=

(
ε0

ε0 − ε

)2
(

1

KB[substrate]2
+ 1

)
(1)

ig. 4. UV–vis spectral changes of the receptor 1 in DMSO (4.0 × 10−5 M) upon addi-
ion of 8 equiv different anions.



276 J. Shao et al. / Talanta 77 (2008) 273–277

Table 1
Association constants (log Kass) of the receptor 1 with anions in DMSO at 298.2 ± 0.1 K

Anionsa F− H2PO4
− AcO− Cl− Br− I−

log Kass 7.57 (0.987) 7.32 (0.996) 8.07 (0.992b) NDc ND ND

a All the anions were added in the form of tetra-n-butylammonium (TBA) salts.
b Correlation coefficient (R2) determined by non-linear fitting analyses.
c Very weak complexation. The association constant could not be determined.
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ig. 5. Fluorescent changes of the receptor 1 in DMSO (4.0 × 10−5 M) upon addition
f AcO− ions.

0 and A are the absorbance of 1 in the absence and presence of
he anion analytes, respectively; ε0 and ε are the corresponding

olar absorption coefficients of 1 in the absence and presence
f the anion analytes, respectively. [substrate] is the concentra-
ion of the titrants and KB represents the association constant
f host–guest complexation. Job plot and Specfit analysis of the
itration dada gave substantial association constant values for 2:1
omplexes shown in Table 1. The association constants log Kass of
he receptor 1 for acetate was calculated to be 8.07 (dependent
oefficient: R2 = 0.992). In the case of Cl−, Br− and I−, the spectral
hanges were too small to calculate the corresponding associa-
ion constants. The results unambiguously demonstrated the strong
inding ability of 1 for acetate. In addition, with the receptor 1 the
trongest complex was formed with AcO−. The selectivity for AcO−

ould be rationalized on the basis of the anionic basicity and the
hape complementarity between the host and the anionic guests
29].

.3. Photophysical properties of 1 upon binding with anions
Fluorescence studies of the interactions of anions with the
eceptor 1 were also conducted by observing emission spectra with
xcitation at 354 nm. Just as Fig. 5 showed, the free 1 exhibited one
ain emission band centered at 510 nm with a shoulder at 400 nm.

3

1
u

Scheme 2. The proposed host–gue
ig. 6. 1H NMR spectra of the receptor 1 in DMSO-d6 (1 × 10−2 M) upon addition of
olar equiv. of F− .

he addition of AcO− ions to a solution of 1 (4.0 × 10−5 M) in DMSO
esulted in a dramatic decrease in the intensity of the emission band
t 510 nm along with an increase in the intensity of the emission
and at 400 nm. Such a significant blue-shift (a ∼110-nm emission
and shift from 510 to 400 nm) was rarely seen in the ever-reported

CT anion sensors. Interestingly, there is an increasing band around
10 nm observed in the UV–vis absorption spectra of 1 with the
ddition of AcO−. This would indicate that the blue-shift of flu-
rescence spectra was caused by a change of the charge transfer
haracter of the emissive species [22,30]. When the anion inter-
cted with the binding site, the excited state was more strongly
estabilized by the anion than the ground state, and consequently,
blue-shift of the emission spectra was expected. In addition, the
resence of F− and H2PO4

− induced similar changes in fluorescent
pectrum with AcO−, but addition of excess equiv. Cl−, Br− and I−

ons had slight effects on fluorescence intensity.

.4. 1H NMR titrations
To further shed light on the nature of the interactions between
and the anions, as an example, 1H NMR spectral changes

pon addition of F− as their tetrabutylammonium salts to the

st binding mode in solution.
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MSO-d6 solution of 1 (1 × 10−2 mol L−1) were investigated.
bviously observed from Fig. 6, the peak at 11.30 ppm, which
as assigned to –NH, broadened and exhibited a downfield shift

o 13.16 ppm upon addition of different equiv F− indicating the
trong hydrogen-bonding interactions occurred between 1 and F−

on [31]. The phenyl protons signal exhibited a slight upfield shift
hich indicated the increase of the electron density on the phenyl

ing owing to the through-bond effects. According to the results
rom UV–vis spectral titration, fluorescent titration and 1H NMR
itration, the proposed host–guest binding mode in solution was
epicted in Scheme 2. In the complex structure, an anion such as
− was located on a center of inversion bound by two molecule
f 1 via N–H· · ·anion hydrogen bonds. In other words, there was
he dimer of 3,6-dichloro-1,8-dinitrocarbazole directed by anions
hrough hydrogen-bonding interactions in DMSO solution [32].

. Conclusion

In summary, we have successfully presented a colorimetric and
atiometric fluorescent anion sensor based on an intramolecu-
ar charge transfer mechanism. The obvious blue-shift emission
pon addition of anions such as AcO−, F− and H2PO4

− to 1 can be
bserved and it was attributed to the capture of anions by the NH
oiety leading to a reduction in conjugation. For practical appli-

ations, signal detecting is more effective in the ratiometric sensor
. Even better is the ratiometric sensor that display distinct color
hanges for fast and efficient sensing. There is an anion-assisted
imer of the host molecule in DMSO, which is supported by UV–vis
pectral titration, fluorescent titration and 1H NMR titration. Partic-
larly, the design strategy and remarkable photophysical properties
f the sensor would help to extend the development of fluorescent
ensors for biologically inorganic anions.
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An improved microfluidic chip-based sequential-injection trapped-droplet array liquid–liquid extraction
system with chemiluminescence (CL) detection was developed in this work. Two recess arrays were fab-
ricated on both sides of the extraction channel to produce droplet arrays of organic extractant. A chip
integrated monolithic probe was fabricated at the inlet of the extraction channel on the glass chip instead of
the capillary probe connected to the microchannel, in order to improve the system stability and reliability.
A slotted-vial array system coupled with the monolithic probe was used to sequentially introduce sample
icrofluidic chip
iquid–liquid extraction
rapped-droplet
hemiluminescence detection
etermination of aluminium

and different solvents and reagents into the extraction channel for extraction and CL detection. The per-
formance of the system was demonstrated in the determination of Al3+ using Al3+-dihydroxyazobenzene
(DHAB) and tributyl phosphate (TBP) extraction system. The operation conditions, including extraction
time, concentration and flow rate of the CL reagents, were optimized. Within one analysis cycle of 12 min,
an enrichment factor of 85 was obtained in the extraction stage with a sample consumption of 1.8 �L. The
consumption of CL reagent, bis(2-carbopentyloxy-3,5,6-trichlorophenyl)oxalate (CPPO), was 120 nL/cycle.
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The detection limit of the

. Introduction

In recent years, the researches on miniaturized total analysis
ystem (�-TAS) have made great progress [1–4]. Various microflu-
dic chip-based analysis systems, including liquid–liquid (L–L)
xtraction systems, have been developed.

Since 2000, Kitamori’s group has reported a series of chip-based
–L extraction systems [5–10] with advantages of extremely low
ample and reagent consumption and high extraction efficiency
wing to the enhanced interfacing area/volume ratio as well as
educed diffusion distance. These miniaturized L–L extraction
ystems were applied in the determination of metal ions, such as
e2+ [5], Ni2+ [6], Co2+ [7–9], Na+ and K+ [10]. Kitamura’s group [11]
lso reported a microfluidic chip-based extraction system with
Y-shaped extraction channel using Al3+-dihydroxyazobenzene

DHAB) solution and n-butanol as aqueous sample and organic

xtractant, respectively. A fluorescence microscope was used to
onitor the fluorescence intensity of Al3+-DHAB extracted into

he n-butanol flow to study the effects of extraction time and
iffusion distance on the spatially distribution of Al3+-DHAB in the

∗ Corresponding author at: Institute of Microanalytical Systems, Chemistry Exper-
ment Center, Room 101, Zhejiang University (Zijingang Campus), Hangzhou 310058,
hina. Tel.: +86 571 88206771; fax: +86 571 88273496.
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m for Al3+ was 1.6 × 10−6 mol/L with a precision of 4.5% (R.S.D., n = 6).
© 2008 Elsevier B.V. All rights reserved.

rganic phase both along the flow direction and the channel-width
irection. Recently, Bowden et al. reported a microfluidic chip
ormat performing non-aqueous L–L extraction for separation
f petroleum composition before GC analysis [12]. In most of
hese systems, continuous multiphase laminar flow mode was
dopted in Y-shaped or �-shaped extraction channels, in which
igher enrichment factors over 10 were difficult to achieve due to
he relatively low aqueous/organic phase ratio under continuous
aminar flow mode.

In 2004, we developed a chip-based L–L extraction system based
n droplet trapping technique and stopped-flow extraction mode,
chieving high enrichment factors of 1000–2000 [13]. Based on
his work, recently we developed a chip-based sequential-injection
roplet array L–L extraction system [14] with chemiluminescence
CL) detection, in which two droplet arrays of extractant on both
ides of the extraction channel were produced using the droplet
rapping technique. Compared with the single-droplet system
13], more amount of analyte could be extracted into the organic
xtractant phase in the droplet arrays, thus the detection sensitiv-
ty of the chip system was significantly increased. A fluorescent
ye butyl rhodamine B (BRB) was used as a model sample to

emonstrate the system performance. However, in a prolonged
xtraction process, the flow rates of the fluids (especially the aque-
us fluids) in the extraction channel tended to decrease with the
ncrease of extraction time, due to the change of microchannel sur-
ace property resulted from the dissolving of the epoxy glue at
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he interface of the capillary probe and microchannel by organic
olvent.

In the present work, the stability and reliability of the pre-
ious chip-based extraction system was improved by using a
hip-integrated monolithic probe instead of the fused-silica cap-
llary probe connected with the chip microchannel. The system
erformance was demonstrated in the determination of Al3+ using
l3+-DHAB and tributyl phosphate (TBP) extraction system and CL
etection. Such an extraction system for determination of Al3+ was
mployed in several extraction systems with absorbance [15,16] or
uorescence [11,16] detection systems. In this work, we employed
he bis(2-carbopentyloxy-3,5,6-trichlorophenyl)oxalate (CPPO) CL
eaction system for the detection of Al3+-DHAB after the extraction
nd preconcentration, which has the advantages of high detection
ensitivity and simple structure for detection system without the
eed of light source. Similar CL system has been used for Al3+ detec-
ion in conventional analysis systems [17,18], with a sample and
eagent consumption in the range 0.1–10 mL. To the best of our
nowledge, so far such approach has not been applied in chip-based
ystem.

. Experimental

.1. Chemicals and reagents

All chemicals used were of analytical reagent grade unless
entioned otherwise. Demineralized water (18 M� cm) was used

hroughout.
CPPO was obtained from Senjie Chemical Auxiliary Co. (ZiBo,

hina), and used without further purification. A 3 mg/mL CPPO
olution was prepared every 2 days by dissolving 6 mg CPPO in
mL acetonitrile in a borosilicate glass flask. NH4Ac buffer solution

pH 6.3) was prepared by dissolving 25 g NH4Ac in water, adjust-
ng the pH to 6.3 using 0.1 mol/L HCl, and made up to 100 mL with
ater. Aqueous stock solution of 1 × 10−3 mol/L Al3+ was prepared

y dissolving 0.028 g Al(NO)3·9H2O (Xinjida Chemical Co., Taiyuan,
hina) in 100 mL NH4Ac buffer solution. Aqueous stock solution of
× 10−3 mol/L DHAB was prepared by dissolving 0.021 g DHAB in
00 mL buffer solution. The stock Al3+-DHAB solution was prepared
y mixing 25 mL Al3+ solution with 25 mL DHAB solution [11,15].
he series of Al3+-DHAB working solutions in the range of 1 × 10−4

o 1 × 10−6 mol/L were prepared by sequentially diluting the stock
olution with the buffer solution. TBP obtained from Xudong Chem-
cal Co. (Beijing, China) was used as extractant. H2O2 10% solution
as prepared daily by diluting 30% H2O2 solution with water.

.2. Microchip and apparatus

The schematic diagram of the analytical system with microchip
s shown in Fig. 1. The microchip was fabricated using a
rocedure detailed elsewhere [19,20]. An extraction channel
L8 cm × W90 �m × D25 �m) was fabricated through the chip
80 mm × 30 mm). Two recess arrays with a length of 10 mm and
34 recesses (L100 �m × W50 �m × D25 �m) in each array were
abricated on both sides of the extraction channel. At the inlet end
f the extraction channel, the chip was ground using an emery drill
Shang Gong International Precision Tool Co., Shanghai, China) into
needle-shaped probe with a tip size of ∼200 �m (as shown in

ig. 1) to serve as a sampling probe [21]. At the outlet end of the

xtraction channel, the chip was ground into a cylinder (5 mm o.d.,
0-mm long), which was connected with a Tygon tube (5 mm o.d.,
00-cm long).

The slotted-vial array sample presenting system produced by
icropipettes with slotted tip and the CL detection system (as

f

o
w
i

ig. 1. Schematic diagram of the chip-based sequential-injection trapped-droplet
rray liquid–liquid extraction system.

hown in Fig. 1) used in this work was similar to those described in
he previously reported work [22]. A photomultiplier tube (PMT,
R114, Beijing Hamamatsu Co., Beijing, China) equipped with a

uminescence meter (model GD-1, Ruike Electronics, Xian, China)
as used for detection of CL light. The PMT window was placed

losely beneath the central section of the chip. The chip and
MT were situated within a black light-proof box. The signal was
ecorded by computer through a data acquisition card (818HG,
dvantech Co., Hangzhou, China). For the evaluation of enrichment

actor during extraction process, a home-built confocal microscope
aser induced fluorescence (LIF) system [13] was used with a detec-
ion point as shown in Fig. 1.

.3. Procedures

The six vials in the sample presenting system were filled with
00 �L of acetonitrile, TBP and aqueous Al3+-DHAB (or DHAB blank)
olutions, 10% H2O2 solution, water and CPPO acetonitrile solution,
espectively. Gravity driven hydrostatic flows used for sequentially
ntroducing sample and reagents into the chip microchannel were
enerated by lowering the outlet of the waste tube. Operational
rogram of the system is shown in Table 1.

The evaluation for the enrichment factors in different extrac-
ion times was performed as described elsewhere [13], except that
× 10−5 mol/L Al3+-DHAB aqueous solution was used as sample
nd TBP as extractant instead.

. Results and discussion

.1. System design

In our previously reported chip-based L–L extraction system
14], a fused-silica capillary serving as a probe for sample/reagents
ntroduction was connected to the microchannel on the chip and
xed with epoxy glue. During prolonged analysis processes, the
poxy at the interface of the capillary and microchannel was
welled and dissolved by exposure to the organic solvent for L–L
xtraction, which may partially block the microchannel and change
he channel surface property, resulting in the decrease of flow rate

or the fluids in the channel using gravity driving system.

In this work, a monolithic probe [21] was fabricated at the inlet
f the extraction channel to avoid the connecting of a capillary
ith the microchannel and the subsequent use of epoxy glue at the

nterface. The working stability and reliability were significantly



H. Shen, Q. Fang / Talanta 77 (2008) 269–272 271

Table 1
Operational program of the system

Step Flow rate (�L/min) Liquid-level differencea (cm) Time (s) Function

1 0.35 55 20 Rinsing of the microchannel and recesses by CH3CN
2 0.35 55 20 Displacement of CH3CN by TBP in extraction channel and recesses.
3 0.18 25 600 Displacement of TBP by Al3+-DHAB solution in extraction channel. Formation of

trapped TBP droplet array in recesses. Continuous extraction of Al3+-DHAB
from sample solution into TBP droplets

4 0.35 55 20 Displacement of Al3+-DHAB solution from extraction channel by H2O2 solution
5 0 0 2 Rinsing of probe tip by water
6 Introduction of CPPO acetonitrile solution; mixing of CPPO, H2O2 and

Al3+-DHAB in the microchannel initiating CL reaction
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0.35 55 20

a The liquid-level difference between the sampling probe and the waste tube.

mproved due to the good smoothness of the whole extraction
hannel by the use of monolithic probe. During the experiments
ver several months, no evident variation on the flow rate of the
uids in extraction channel was observed.

In the previous L–L extraction system [14], for simplifying the
peration, the peroxyoxalate reagent CPPO for CL detection was
re-dissolved in the organic extractant before the L–L extraction.
owever, with such an arrangement, a compromise choice for
rganic solvent had to be made between the optimized L–L extrac-
ion and CL detection conditions, which may result in the discount
f the system performance.

In this work, different organic solvents, TBP and acetonitrile,
ere employed as the extractant and solvent for CPPO, respectively.

herefore, L–L extraction could be performed under optimized
onditions as in conventional L–L extraction systems [16]. The ver-
atility of this system was improved by allowing the use of different
olvent for extraction and detection. After the L–L extraction and
reconcentration process, H2O2 aqueous solution and CPPO ace-
onitrile solution were sequentially introduced into the extraction
hannel for CL detection (CL reaction equations [23] are shown in
ig. 2).

.2. Effects of extraction time

In this work, the extraction and preconcentration for Al3+ in the
xtractant droplet array by L–L extraction was carried out before the
nitiating of the CL reaction, which occupied most of the analysis
ime. The effects of extraction time in the range of 0–18 min on the
nrichment factor of Al3+ were studied using 1 × 10−5 mol/L Al3+-
HAB aqueous solution as sample. The results are shown in Fig. 3.
he enrichment factors increased with the time up to about 10 min,

eyond which the enrichment factors reduced due to the decrease
f TBP droplet volume produced by the dissolving of TBP in the
ontinuous aqueous sample flow. Therefore, an extraction time of
0 min was chosen to obtain the highest enrichment factor of 85.

Fig. 2. Equations of CPPO CL reaction.

b
i
i
F

Fig. 3. Effects of extraction time on enrichment factor.

.3. Effects of H2O2 solution concentration

The effects of H2O2 solution concentration were studied in the
ange 5–15%. The results are shown in Fig. 4. H2O2 10% solution
howed highest CL intensity. In most of the conventional CL reaction
ystems with CPPO and H2O2, the CL intensity usually increases
ith H2O2 concentration. In the present system, the CL intensity
ecreased with the increase of H2O2 concentration in the range
igher than 10%. This may be due to the excessive consumption of
PPO in higher H2O2 concentration [23] when CPPO solution was
ixed with H2O2 aqueous solution filled in the extraction channel

efore reaction with Al3+-DHAB.

.4. Effects of concentration and flow rate of CPPO acetonitrile
olution
In CPPO CL reaction system, a higher CPPO concentration will
enefit the increase of the reaction speed and detection sensitiv-

ty [24]. However, the increase of CPPO concentration is limited by
ts solubility in acetonitrile and instability in high concentration.
urthermore, it was observed that the blank solutions with DHAB

Fig. 4. Effects of H2O2 solution concentration.
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Fig. 5. Effect of flow rate of CPPO acetonitrile solution on CL intensity.
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ig. 6. Typical recordings of sequential determination of DHAB blank solution
nd 5 × 10−6, 1.0 × 10−5, 1.5 × 10−5, 2.0 × 10−5, 2.5 × 10−5 mol/L Al3+-DHAB solutions
samples 2, 3, 4, 5 and 6) to show the linear relationship between CL intensity and
l3+ concentration.

ould also produce a CL signal when mixed with H2O2 and CPPO
olutions. Such background signals maybe caused by the catalyzing
ffect of the impurity in CPPO solution on the reaction of H2O2 and
PPO, showed increasing trend with the increase of CPPO concen-
ration. Therefore, a medium CPPO concentration of 3 mg/mL was
hosen.

The effect of flow rates of CPPO solution on CL intensity was
nvestigated within a range of 0.13–0.60 �L/min. The results are
hown in Fig. 5. Flow rate of 0.35 �L/min demonstrated the highest
L intensity, and was adopted in the following experiments.

.5. Analytical performance
The performance of the system was demonstrated in the deter-
ination of Al3+ aqueous sample under optimized conditions. The

eproducibility of repetitive measurement for a 1.0 × 10−5 mol/L
l3+ solution was 4.5% (R.S.D., n = 6). A linear response was obtained

n the range of 5 × 10−6 to 2.5 × 10−5 mol/L Al3+, with a regression

[
[
[
[
[
[

77 (2008) 269–272

quation of I = 3.52 × 106c + 0.65 (r2 = 0.9926) (as shown in Fig. 6).
he limit of detection for Al3+ based on three times the standard
eviation of the blank signals was 1.6 × 10−6 mol/L, corresponding
o an amount of 2.9 × 10−12 mol Al3+. The total analysis time for one
ycle was 12 min, with consumptions for sample and CPPO solution
f 1.8 �L and 120 nL, respectively. The volume of the organic phase
roplet array trapped in the recesses was ca. 17 nL, estimated from
he data of number and size of the recesses.

. Conclusion

In this work, the stability and reliability of the microfluidic chip-
ased sequential-injection droplet array L–L extraction system was

mproved by using a chip integrated monolithic probe coupled with
slotted-vial array liquid-presenting system. The versatility of the

ystem was demonstrated in the determination of Al3+ with CL
etection using Al3+-DHAB and TBP extraction system and CPPO CL
eaction system. In addition to coupling with on-line spectromet-
ic detection approaches, such as fluorescence, absorbance and CL
etection, the chip-based droplet array L–L extraction system also
rovided a potential sample pretreatment platform for gas or liq-
id chromatography as well as mass spectrometry, by fabricating
ulti-channel array with droplet array on one chip or increasing

he recess number as well as the recess capacity to increase the
reated sample amount.
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Herbicides are highly toxic for both human and animal health. The increased application of herbicides in
agriculture during the last decades has resulted in the contamination of both soil and water. Herbicides,
under illumination, can inhibit photosystem II electron transfer. Photosynthetic membranes isolated from
higher plants and photosynthetic micro-organisms, immobilized and stabilized, can serve as a biorecogni-
tion element for a biosensor. The inhibition of photosystem II causes a reduced photoinduced production
of hydrogen peroxide, which can be measured by a chemiluminescence reaction with luminol and the
enzyme horseradish peroxidase. In the present work, a compact and portable sensing device that com-
Microfluidic
Herbicide
Photosynthesis
E
C

bines the production and detection of hydrogen peroxide in a single flow assay is proposed for herbicide
detection.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

The detection of environmental hazardous chemicals using sen-
or technology has been rising in demand [1–3]. Chemicals such as
erbicides, fungicides and insecticides may exist in harmful levels
nd pose an environmental threat. Even low levels of contami-
ants can cause adverse effects on humans, plants, animals and
cosystems. The application of herbicides has increased apprecia-
ly during the past few decades, resulting in the massive pollution
f water and soil. About 40% of herbicides (derivatives of pheny-
urea, triazine, diazine and phenolic types) that are currently in
se inhibit the light reactions of photosynthesis (photosynthetic

erbicides); usually by targeting photosystem II (PSII)-dependent
lectron flow [4].

At present, the modern methods of herbicide detection are HPLC,
C–MS and bioassays. These methods require expensive equip-

Abbreviations: ABTS, 2,2′-azino-di-(3-ethyl benzthiazoline-6-sulphonic acid);
CD, charged coupled device; DCPIP, 2,6-dichlorophenolindolphenol; EDC, 1-ethyl-
-(3-dimethylaminopropyl) carbodiimide; HRP, horseradish peroxidase; LED, light
mitting diode; LOD, limit of detection; MES, 2-morpholinoethanesulfonic acid;
ADP, nicotinamide adenine dinucleotide phosphate; PBS, phosphate buffered
aline; PTFE, polytetrafluoroethylene.
∗ Corresponding author. Tel.: +44 1234 758300.

E-mail address: d.g.varsamis.s02@Cranfield.ac.uk (D.G. Varsamis).
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ent, shipment of samples to the laboratories and highly qualified
ersonnel for the analysis [5,6].

Photosystem II is a multisubunit complex located in the thy-
akoid membranes of algae, cyanobacteria and higher plants. It uses
ight energy to catalyze a series of electron transfer reactions result-
ng in the splitting of water into molecular oxygen and protons.
solated thylakoid membranes produce the superoxide free radical
on and hydrogen peroxide as a product of the dismutation of O2−

7]. This reaction is stimulated by autooxidizable electron acceptors
f photosystem I and occurs in the presence of the natural electron
cceptor system, ferredoxin and NADP, following the reduction of
ADP [8].

Triazine, diazines, phenolic and urea herbicides are the ones
ith the highest effect on chloroplasts. These compounds inhibit
hotosynthetic process by binding to the D1 protein of photosys-
em II [9]. Photosynthetic herbicides block electron transport by the
isplacement of the bound plastoquinone called QB from its bind-

ng site on the D1 protein [10]. This protein is an essential part of
he PSII reaction centre and together with the homologous protein
2 binds all the prosthetic groups involved in the main PSII electron
ransfer pathway [11,12].
Immobilized chloroplasts and thylakoids have been used to

etect herbicides either by testing inhibition of the Hill reaction,
nhibition of DCPIP photoreduction or change in chlorophyll flu-
rescence [2,13–16]. These observations have initiated interest in
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Fig. 1. Schematic representation of the micro-system, with the two Perspex blocks
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eveloping biological sensors to detect low levels of herbicides in
ater and soil using PSII.

Magnetic particles have been utilized extensively in diagnostics
nd other research applications for the capture of biomolecules and
ells. Many assays and separations have been adapted to a magnetic
ead format to take advantage of the benefits of microspheres and
agnetic separation [17–21]. The most reported biosensing config-

rations based on beads are biosensors and bioreactors integrated
nto bead injection analytical systems [22–24].

In this study, we describe the production and preliminary char-
cterization of an optical (chemiluminescence) PSII microfluidic
ensing device for herbicide monitoring. The proposed detection
rinciple is the chemiluminescence-based monitoring of the con-
entration of photosynthetically produced H2O2, which can be
isrupted by herbicides.

The photosystem II complex and the HRP enzyme are immobi-
ized on magnetic beads, which are in turn magnetically entrapped.
he sensor unit is able to perform the assays and optically stimulate
hotosystem II within the unit and detect the HRP-catalyzed chemi-

uminescence of luminol/hydrogen peroxide. The system combines
he production and detection of hydrogen peroxide in a single
ow assay by combining all the individual steps in a compact and
ortable device.

. Experimental

Polystyrene amino-magnetic beads (5% (w/v); 3.35 �m of
iameter) were purchased from Spherotech Inc. (USA). The Car-
oxyl Terminated Beads (10% (w/v); 3.2 nm of diameter, made
f polystyrene copolymer/iron oxide, 55:45) were from Europa
ioproducts (UK). All reagents are of analytical grade and were pur-
hased from Sigma Chemical Co. All buffers were prepared using
anopure water.

.1. Micro-system principles and design

The detection principle used in this system is chemilumines-
ence-based monitoring of the concentration of photosynthet-
cally produced H2O2, which can be disrupted by herbicides.
he sensor unit is able to perform the assays and optically
timulate photosystem II within the unit and detect the enzyme-
ediated chemiluminescence of luminol/hydrogen peroxide. The

ensor comprises of a short fluidic channel with two “active”
egions including: (i) immobilized PSII and (ii) immobilized HRP
o catalyze luminol/hydrogen peroxide chemiluminescence. Initial
esign consists of a flow channel constructed of machined Perspex
andwiching a laser-cut elastomer spacer/flow channel in which
egions of appropriate reagents will be magnetically entrapped
Fig. 1).

The sensor consists of: (i) a pump in order to force the sample
ixed with luminol through the sensor (after pre-concentration

nd sample “clean-up” if necessary), i.e. a simple flow-injection
rrangement; (ii) a light source and delivery optics to illuminate
he PSII region, an Agilent HMLP-C117 “high brightness LED” (peak
avelength 645 nm, with luminous intensity 300 mcd) and (iii) a

uitable detector module and collection optics for the detection of
hemiluminescence from the hydrogen peroxide detection region,
.g. a photomultiplier tube (PMT) or a staircase avalanche photo-
iode (SAPD) modules to detect luminescence of luminol at about
31 nm.
.2. �-Fluidic system fabrication

The micro-system was manufactured in-house at Cranfield
niversity, following the design and principles described. The

a
o
c
w

hat sandwich the fluidic channel (in red) wide apart. The “active” regions are also
hown, with the magnetic beads immobilized into the magnetic field of the mag-
ets. (For interpretation of the references to color in this figure legend, the reader is
eferred to the web version of the article.)

andwiching blocks were machined from Perspex (polymethyl-
ethacrylate), while fluidic channels were made from silicon elas-

omer using a mask as well as black rubber. Each Perspex block has
he following dimensions: H × W × L = 20 mm × 20 mm × 60 mm.

The fluidic channel has a height of only 2 mm (for the silicone
hannel) and 0.3 mm (for the rubber channel). For the rubber flu-
dic channels, a CO2 laser was used for cutting the structures, which
llowed rapid prototyping of �-fluidic gaskets/structures, coupled
ith increased accuracy compared to the silicone ones. Alternative

hannel structures were used in order to optimize capture and func-
ional activity of HRP-coated magnetic beads. Currently, the fluidic
hannels are 300 �m thick and 1000 �m wide.

.3. Particle-based biochemistry

The two “active” regions, PSII and HRP, which are actually non-
ermanent, are immobilized on magnetic beads, which are in turn

mmobilized (magnetically) on the “active” regions. The unit was
esigned taking into consideration all the steps of detection in
dvance. A protocol of the steps includes the following.

Beads with attached HRP enter the fluidic channel, and are
mmobilized by magnetic forces on the region II. Beads with
ttached PSII enter the fluidic channel, and are immobilized by
agnetic forces on the region I. A water sample (pre-mixed with

uminol) enters the fluidic channel, and is illuminated, on the region
. The sample with H2O2 produced by PSII flows towards region II,

here the chemiluminescence reaction takes place, and the light
roduced is, through the optical fiber, detected by the detector. The
emoval of the magnetic forces and the flow of buffer/water result
n the removal of the beads, and the sensor can be used again.

.4. Luminol chemiluminescence batch H2O2

Different concentrations of luminol and HRP were added to 1 ml
olystyrene cuvettes, and were placed in the detection region of the
pectrophotometer. A sample of Tris–HCl buffer, 10 mM, pH 8.5 with
arious H2O2 concentrations was manually pipetted. To ensure that
he crucial first few seconds of the reaction were monitored, the
ecording of light was started before the addition of the sample,
hile the ambient light was maintained at the minimum possible.
The chemiluminescence was transduced to an electric signal by
portable SD2000 CCD luminometer (Ocean Optics, Netherlands)
r a bench-top VARIAN spectrophotometer. The chemilumines-
ence intensity profiles were recorded and the maximum intensity
as used to plot the graphs.
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For samples of thylakoids producing H2O2, the procedure was
imilar. Aliquots of thylakoid membranes were diluted accord-
ngly with Tris–HCl buffer, 10 mM, pH 8.5 and introduced in a
lass pipette by aspiration. The glass pipette was then illumi-
ated. Luminol (30 mM), HRP (150 U ml−1) and H2O2 (30 �M–3 M)
ere prepared freshly in Tris–HCl buffer, 10 mM, pH 8.5, and were
ipetted in a polystyrene cuvette, that was placed in the appro-
riate location in or next to the light-reading apparatus. Once the

llumination of the glass pipette containing the thylakoids was ter-
inated, its contents were rapidly transferred into the cuvette, to

llow instantaneous mixing. The reaction of the H2O2, produced by
he thylakoids during the illumination, with luminol and the HRP,
esulted in the characteristic light which is the product of this reac-
ion. The light-reading apparatus was used to measure the light
roduced from the very start of this process.

.5. Immobilization of HRP on magnetic beads

For the immobilization of HRP on the beads, a protocol supplied
y Cortex Biochemicals was used (http://www.cortexbiotech.com),
ith some modifications. One milliliter of MagaBeads-Carboxyl

erminated was washed twice in 10 ml of MES buffer (50 mM, pH
.1). Volume of particles was adjusted to a 10 mg ml−1 concentra-
ion. Then a same volume of EDC (100 nM) was added and allowed
o react for 15 min at room temperature with continuous mixing.
he microsphere particles were washed twice in phosphate–citrate
uffer and resuspended in 5 ml of the same buffer. Five milliliters
f HRP (1 nM) were added and allowed to react at room tempera-
ure for 2 h with constant mixing. The remaining active sites of the

agaBeads were blocked in a solution of 0.03% (w/v) glycine in MES
uffer for 30 min at room temperature. The particles were washed
our times with 2 ml of MES buffer each time, using a magnet to
ediment particles. After a final washing with 2 ml sodium acetate
uffer, 0.1 M, pH 4.0, the microspheres were ready to use.

Two types of HRP were used such as HRP-1 (type II, 148 U mg−1)
nd HRP-2 (type VI, a highly purified and stabilized, 300 U mg−1).
DC (100 nM), HRP (1 nM), glycine (0.03%, w/v) were prepared just
efore each immobilization assay, in MES buffer, 50 mM, pH 6.1.
RP-1 and HRP-2 were purchased from Sigma Chemical Co.

For the HRP activity assay, one tablet of ABTS was dissolved in
00 ml of 50 mM phosphate–citrate buffer and 25 �l of 30% H2O2
as added. One hundred microliters of ABTS–H2O2 were added to

00 �l of sample in each well of a white microtitre plate with a clear
ottom. Immediately after initiation of the reaction, absorbance at
05 nm was measured every 10 min.

.6. Flow assay for hydrogen peroxide with HRP immobilized on
agnetic beads

The flow system (Fig. 1) consisted of one peristaltic pump,
elivering a 10 mM luminol and a H2O2 sample pre-mixed at a con-
inuous flow rate of 2.5 ml min−1. Luminol and H2O2 were freshly
repared every day in Tris–HCl buffer, 10 mM, pH 8.5. PTFE tub-

ng (0.8 mm i.d.) was used to connect the flow system components.
irstly, the beads (1 mg) were flown in the flow system by a peri-
taltic pump. A permanent magnet was used to attract the beads as
hey were flowing, thus immobilizing them in a specific area of the
hannel, underneath the area “viewed” by the optical fiber (50 �m
f diameter, for detection in wavelength: 200–800 nm) (Avantes,
etherlands). The magnet was not moved during the experiment,
n order to ensure that the beads were not carried away by the
ontinuing flow. The reaction was initiated once the pre-mixed
uminol–H2O2 reached the area of the flow channel that was cov-
red with the beads. The chemiluminescence was transduced to
n electric signal by a SD2000 portable CCD luminometer (Ocean

3
t

b

ta 77 (2008) 42–47

ptics, Netherlands). The chemiluminescence intensity profiles
ere recorded and the maximum intensity was used to plot the

raphs.

.7. Thylakoid membranes isolation protocol

Thylakoid membranes were isolated from fresh spinach leaves
Spinacea oleracea L.) using the procedure described by Touloupakis
t al. [15]. One hundred grams of leaves were washed with dis-
illed water, dried on filter paper and homogenized in 200 ml
f extraction buffer containing 20 mM Tricine, pH 7.8, 300 mM
ucrose, 5 mM MgCl2, 1 mM EDTA and 0.2% (w/v) bovine serum
lbumin (BSA). The homogenate was filtered through six layers
f cheesecloth and centrifugated at 7500 × g for 20 min. The pel-
et was suspended in a buffer containing 50 mM Tricine, pH 7.8,
0 mM sucrose, 5 mM MgCl2 and centrifugated at 7500 × g for
0 min. Finally, the obtained pellet (thylakoid membranes) was
esuspended in a buffer containing 50 mM Tricine, pH 7.8, 70 mM
ucrose and 5 mM MgCl2. Aliquots at [Chl] = 3 mg ml−1 were placed
n Eppendorf tubes and kept at −80 ◦C. The total chlorophyll content
as calculated according to Porra [25].

.8. Immobilization of thylakoid membranes on magnetic, amine
olystyrene beads

Five hundred microliters of water suspension of magnetic
minopolystyrene beads (5%, w/v) were washed with 1.0 ml of PBS
uffer (KH2PO4 1.8 mM, KCl 7 mM, NaCl 15 mM, Na2HPO4 10 mM,
H 7.2) for three times. The pellet was suspended in 1.0 ml of a
lutaraldehyde solution (glutaraldehyde dissolved in PBS buffer
o a final concentration of 10% (w/v)). The reaction was carried
ut with continuous mixing at 30 ◦C for 24 h. The microsphere
uspension was washed three times with 1.0 ml of PBS buffer to
emove the excess of glutaraldehyde. Pellet was resuspended in
.5 ml of 15 mM MES, pH 6.5 (wash/coupling buffer). Then, 200 �l
f thylakoid membranes ([chlorophyll] = 2.75 mg ml−1) and 300 �l
f 15 mM MES, pH 6.5, 70 mM sucrose, 5 mM MgCl2 were added at
◦C in the dark. To allow the coupling between the thylakoids and
lutaraldehyde, the heterogeneous reaction was carried out at 4 ◦C
or 2 h under continuous mixing. Finally, 100 �l of BSA (quench-
ng solution) was added to 400 �l of immobilized thylakoids. The
eads were washed three times with 1.0 ml of PBS buffer in order
o remove the excess glutaraldehyde.

.9. Fluorescence efficiency

The stability of the photosynthetic material, before and after
mmobilization in beads, was tested by measuring changes in fluo-
escence yield with a 650 nm light every 10 min after a dark period.
nder exciting light, the fluorescence yield rapidly rises and then
lowly decreases. The Fv/Fm (Fm − F0)/Fm parameter is the maxi-
um quantum yield of PSII and reflects the potential quantum

fficiency of PSII as a sensitive indicator of plant photosynthetic
erformance [26]. All fluorescence measurements were performed
y using the Plant Efficiency Analyser (Hansatech Instruments Ltd.,
K) at room temperature.

. Results and discussion
.1. Chemiluminescence batch assay for H2O2 produced by
hylakoid membranes

Luminescent signal is seen with illuminated thylakoid mem-
rane preparations. The signal is proportional to the light intensity
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Fig. 2. Light produced by the chemiluminescence reaction of light-induced hydro-
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en peroxide from thylakoids illuminated for different times and distances.
HRP] = 20 U ml−1, [luminol] = 100 �M, [chlorophyll] = 3.15 mg ml−1 with bench-top
etector, at pH 8.5.

nd duration. The effect of illumination time and distance on lumi-
escence emission is shown in Fig. 2. The same signal is absent in
he presence of DCPIP, hydroquinone or catalase, all of which act
s either hydrogen peroxide inhibitors or mediators of the elec-
ron transport in the photosynthetic cycle. The presence of the
atter group of additives means that the electrons never reach
he hydrogen peroxide producing complex of the thylakoid, there-
ore, inhibiting any signal. At the same time, H2O2 spiked samples,
.e. thylakoid samples illuminated normally with added known
ydrogen peroxide concentrations, give an additive luminescence
esponse, suggesting that the hydrogen peroxide is not consumed
y a catalase-type activity in the thylakoid preparation.

Both atrazine and diuron herbicides cause concentration-
ependent inhibition of the chemiluminescent signal, and hence
he H2O2 production by illuminated thylakoids (Fig. 3). The limits
f detection (LODs) for these herbicides are: 3.0E−08 for atrazine
nd 1.0E−08 for diuron. An example of individual luminescence
ssay for diuron can be seen in Fig. 4.

.2. Chemiluminescence batch assay for H2O2
For the detection of H2O2, four concentrations of luminol
10 mM, 1 mM, 100 �M and 50 �M) and four concentrations of
RP (50 U ml−1, 10 U ml−1, 5 U ml−1 and 1 U ml−1) were tested in
ll possible combinations. At higher concentrations of H2O2 (mM

ig. 3. Light produced by the chemiluminescence reaction of light-induced hydro-
en peroxide from illuminated thylakoids in the presence of diuron or atrazine, with
HRP] = 20 U ml−1, [luminol] = 100 �M, [chlorophyll] = 3.15 mg ml−1 with bench-top
etector, at pH 8.5.

A
b
s
o
b
b
t

F
m
i

ydrogen peroxide from illuminated thylakoids in the presence of diuron, with
HRP] = 20 U ml−1, [luminol] = 100 �M, [chlorophyll] = 3.15 mg ml−1 with bench-top
etector, at pH 8.5.

egion), the reaction acts like a typical “glow-type” chemilumines-
ence reaction expanding over minutes. At concentrations lower
han micromolar, the result is typically a flash for less than 1 s.
aving identified the peak light production of luminol at 431 nm,
easurements of light intensity over time were performed, at a
avelength of 431 ± 20 nm. Such a large “window” was chosen in
rder to allow the maximum detectable light and, as the reaction is
erformed in the dark, any light detected would only be from the
hemiluminescence reaction.

Calibration curves for all the previously mentioned combina-
ions were plotted, and the LODs were calculated as 5� values.
alibration curves were obtained for both the maximal light output
nd the integrated light output (data not shown). Among all the cal-
brations, the most sensitive detection was in the sample employing
uminol 100 �M and HRP 5 U ml−1, with an LOD: 1.34E−06 (data not
hown).

.3. Immobilization of thylakoid membranes on magnetic beads

Thylakoid membranes were immobilized on magnetic beads.
ctivity of immobilized thylakoid membranes was determined
y fluorescence induction analysis. The Fv/Fm parameter repre-

ents the maximum quantum yield of PSII. The Fv/Fm parameter
f the photosynthetic material, before the immobilization in
eads, was 0.7. At 25 ◦C the observed half-life of thylakoid mem-
ranes activity was 53 h (Fig. 5). The data in Fig. 5 represent
he average of three experiments with a relative standard devi-

ig. 5. Fluorescence induction analysis of immobilized thylakoid membranes on
agnetic beads. Activity is monitored as Fv/Fm ratio in function of time in storage

n the dark at 25 ◦C.
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to reach them. Therefore, the key to the maximization of the possi-
ble chemical interaction between the H2O2, luminol and HRP lied
in the ability to spread out the HRP bound on the beads in a two-
dimensional plane.
6 D.G. Varsamis et al. /

tion of 6.67. From a chlorophyll calculation it was found that
he amount of the immobilized photosynthetic material was
.3 �g (chlorophyll) mg−1 beads.

.4. Immobilization of HRP on magnetic carboxyl-modified beads

HRP (HRP-1 and HRP-2) were immobilized in active form
n magnetic carboxyl-modified beads. The amount necessary to
chieve a complete activation of all the carboxyl groups on the
eads was 100 nmol of EDC per 1 mg of beads. The optimized

mmobilization protocol included several washing steps (especially
etween the EDC and the HRP incubations) and different washing
uffers. A step of washing the beads with sodium acetate buffer,
.1 M, pH 4.0, after the HRP immobilization was included. To evalu-
te the effect of this, two different routes were taken, one with and
ne without the sodium acetate buffer washes. It should be noted
hat, for experimental integrity, the beads that were not washed
ith sodium acetate were instead washed with MES buffer, which
as the buffer used for the washes throughout the experiment,

hus bringing the total washes of the two routes to the same num-
er. After the different washing steps, both bead lots were washed
hree times with the buffer of choice, in this case phosphate–citrate,
hich was the one favored by the ABTS assay protocol. The beads
ith the sodium acetate washes had slightly lower HRP activity

han the ones washed only with MES. More specific, the rate of
ctivity was lower for the sodium acetate (0.132 OD min−1) com-
ared to the MES buffer (0.150 OD min−1) although the overall
ubstrate conversion at the end of 10 min of the two bead lots was
he same (data not shown). Throughout the immobilization pro-
edure, all the in-between washes were also assayed with ABTS,
n order to ensure that the multiple washing steps were actually
ashing out any excess of unbound HRP, and that the final product
id not have any residual free HRP (data not shown).

Initially, an HRP with a lower hemin content and therefore activ-
ty was used (HRP-1). This HRP-1 was more prone to deactivation
n various environments. A different HRP was then used (HRP-2)

hich is further purified and chemically stabilized to protect the
rimary amines and to maintain activity at low pH and higher tem-
erature. Using HRP-1, 1 mg of beads had HRP activity equal to 0.1
urpurogallin units according to the ABTS assay (1 unit will oxi-
ize 1 �mol of ABTS per minute at 25 ◦C, pH 5.0). With HRP-2, 1 mg
f beads had activity equal to 0.375 units. A final alteration of the
rotocol was the washing out of the excess EDC, before the HRP
as incubated with the beads. That was performed by following

he protocol suggested by Mueller, whereby the excess unbound
DC would bind to HRP that would otherwise be immobilized to
he beads [27]. The results with this alteration showed a dramatic
ncrease in activity; 1 mg of beads had 1.2 units. According to the

arked difference in the resulting activities between the two HRPs,
s indicated by the ABTS assay, only HRP-2 was used in all the
xperiments shown either in free-form or immobilized.

The theoretical maximum number of HRP molecules bound to a
ead can be calculated assuming a monolayer cubic close packing
f HRP on the bead surface. The “monolayer coating” assumption
s reasonable since the formation of a multilayer enzyme coating

ay take place, in fact, as a consequence of protein crosslinking.
his requires the activation of the carboxyl groups of the enzyme;
ith the coating chemistry employed here however, only the car-

oxyl groups of the beads are activated, minimizing the possibility
f a multilayer. In the case of the 3.2 �m of diameter beads, with

he spherical diameter of HRP to be 4.6 nm, the theoretical maxi-

um value of 441.67 × 103 HRP molecules per bead is obtained [28].
rom further calculations, it was found that the amount needed
or a monolayer for 3 × 109 beads, which is the amount of beads
n 1 mg, would be 88 �g HRP, which is double the amount sug-

F
8
o
w
2

ig. 6. The rubber channels employed in the experiments. The region used for the
ntrapment of the magnetic beads is the circular area (channel B) and the rectangular
rea (channel A).

ested by the protocol and used through the experiments. As for
he immobilization experiments only half the amount of HRP was
sed, thus it can be assumed that only a partial monolayer has been
chieved.

Different storage buffers were also tested. The activity of free
RP prepared and stored for 1 week was greatly reduced while the
ctivity of HRP immobilized on beads irrespective of the used buffer
s a storage medium remained roughly unchanged.The activity of
ree HRP prepared and stored for 1 week

.5. Flow assay for hydrogen peroxide with HRP immobilized on
agnetic beads

Beads with immobilized HRP were magnetically entrapped in
he fluidic device, in order to perform the H2O2 assay with luminol
re-mixed with the sample in flow. The light produced was detected
ith a portable detector.

Samples of different H2O2 and luminol concentrations were pre-
ixed just prior to the experiments with a T-mixer. Two different

uidic channels were used for the experiments, as shown in Fig. 6.
he circular area of channel B is the area covered by the beads, and
ttracted by the magnet (area = 200 mm2). For flow channel A, the
ectangular area, 16 mm2 covered by beads was smaller. In both
ases 1 mg of beads was used, so the only difference was in the
preading of the beads and not the actual amount of HRP.

The light produced by the reaction was measured and the results
re shown in Fig. 7. The channel B, allowing the beads to spread
ver a larger surface area, allowing for more HRP to be employed
n the reaction, gave an increased response, as well as a lower LOD
f 100 �M, compared to channel A, that had the beads stacked on a
maller area, as the HRP on the beads was not fully used, as a lot of
he beads were covered by others, not allowing the luminol–H O
ig. 7. Light output from different concentrations of H2O2. [luminol] = 10 mM at pH
.5, with buffer 100 mM Tris–HCl. The HRP was immobilized on beads and 1 mg
f beads were accommodated in two different channels. In channel A the beads
ere immobilized on area of 16 mm2, in channel B they employed a surface area of
00 mm2.
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. Conclusions

There is a growing interest for the generation of rapid, inexpen-
ive assays to screen for the presence of herbicides. In this work, we
ave developed photosystem II-based optical microfluidic sensor

or herbicide detection. The sensor is easy to handle and sensitive
nough to provide preliminary environmental analysis screening
he samples that require more detailed laboratory analyses.

The production of hydrogen peroxide by thylakoid membranes
xtracted from higher plants was investigated and detected under
llumination with concentrations increasing in a time- and light
ntensity-dependent manner. The presence of herbicides in the
hylakoid samples reduces the hydrogen peroxide measured in a
oncentration-dependent manner.

Thylakoid membranes and HRP were immobilized on magnetic
eads, which were in turn magnetically immobilized in the device.
he luminol–HRP–H2O2 chemiluminescence reaction was investi-
ated in respect to H2O2 as the reactant of interest, and a calibration
urve was obtained.

The integration of the two-step reaction has been achieved by
esigning and constructing a microfluidic device, which consists
f a flow channel constructed of machined Perspex sandwiching a
aser-cut elastomer spacer/flow channel in which regions of appro-
riate reagents are immobilized.

The sensor unit is able to perform the herbicide assays; opti-
ally stimulate photosystem II within the unit and detect the
RP-catalyzed chemiluminescence of luminol/hydrogen peroxide,
hich can be disrupted by herbicides.

The large number of approved active ingredients in agriculture
approximately 600 chemicals) makes difficult to obtain accurate
nd actual information on herbicide application in different coun-
ries. The real samples are present in a complex mixture containing
ctive ingredients and their metabolites [29]. Our preliminary
esults indicate that use of real water matrix (control not contain-
ng herbicides) does not inhibit PSII activity and in some cases can
nduce an activation by 5–21% measured as oxygen evolution (data
ot shown). Therefore, the developed biosensor can be applied
n real samples and better reflect the real physiological impact of
ctive compounds because even low concentrations of pollutants
ffect living organisms by altering physiological processes. A deep
tudy on real samples is in progress and will be presented in a future
ublication.
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a b s t r a c t

An on-line inorganic and organomercury species separation, preconcentration and determination sys-
tem consisting of cold vapor atomic absorption spectrometry (CV-AAS or CV-ETAAS) coupled to a flow
injection (FI) method was studied. The inorganic mercury species was retained on a column (i.d., 3 mm;
length 3 cm) packed to a height of 0.7 cm with a chelating resin aminopropyl-controlled pore glass (550 Å)
functionalized with [1,5-bis (2 pyridyl)-3-sulphophenyl methylene thiocarbonohydrazyde] placed in the
injection valve of a simple flow manifold. Methylmercury is not directly determined. Previous oxidation
of the organomercurial species permitted the determination of total mercury. The separation of mercury
species was obtained by the selective retention of inorganic mercury on the chelating resin. The differ-
ence between total and inorganic mercury determined the organomercury content in the sample. The
inorganic mercury was removed on-line from the microcolumn with 6% (m/v) thiourea. The mercury
cold vapor generation was performed on-line with 0.2% (m/v) sodium tethrahydroborate and 0.05% (m/v)
sodium hydroxide as reducing solution. The determination was performed using CV-AAS and CV-ETAAS,
both approaches have been used and compared for the speciation of mercury in sea food. A detection
limit of 10 and 6 ng l−1 was achieved for CV-AAS and CV-ETAAS, respectively. The precision for 10 replicate

−1
determinations at the 1 �g l Hg level was 3.5% relative standard deviation (R.S.D.), calculated from the
peak heights obtained. Both approaches were validated with the use of two certified reference materials
and by spiking experiments. By analyzing the two biological certified materials, it was evident that the
difference between the total mercury and inorganic mercury corresponds to methylmercury. The concen-
trations obtained by both techniques were in agreement with the certified values or with differences of the
certified values for total Hg2+ and CH3Hg+, according to the t-test for a 95% confidence level. It is amazing

od is
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how this very simple meth

. Introduction

Mercury is a non-essential toxic element, and is known to
ffect the central nervous system in a number of ways [1]. Food
s a major source of mercury intake, especially in areas where
sh and other sea food are the main components of the diet; in
articular, marine fish and molluscs either directly or from prod-
cts fed on these sources are the principal contributors to human
ptake. Only 10–15% of inorganic mercury is absorbed by humans

nd its elimination occurs freely [2,3]. The problem of toxicity
ssociated with inorganic mercury is compounded by methyla-
ion reactions. Inorganic mercury is converted by microorganisms
nd macroalgae to the more toxic organomercury species [4].
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able to provide very important information on mercury speciation.
© 2008 Elsevier B.V. All rights reserved.

ethylmercury constitutes up to 60–90% of the total mercury in
sh due to high absorption and low elimination mechanisms [5]. It

s therefore clear that total mercury and organomercury, particu-
arly methylmercury, levels in food should be determined and the

ethods developed should be routine and robust.
Mercury speciation by elemental analytical techniques such as

tomic spectrometry requires a separation process prior to detec-
ion. The most common way is to couple the separative power
f chromatography to the element specific detection offered by
tomic spectrometry. There is a large literature on the use of
as chromatography (GC) for separation followed by detection
sing microwave induced plasma atomic emission spectrometry

MIP-AES) [6–8], inductively coupled plasma mass spectrometry
ICP-MS) [9], atomic fluorescence spectrometry (AFS) [10]. How-
ver, these approaches have the disadvantages of requiring a
erivatisation step to obtain a volatile derivative. In an attempt to
vercome the several drawbacks associated with the GC determi-
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ation of organomercury compounds [11], different authors have
esorted to alternative separation procedures. Particularly, liquid
hromatography (LC) techniques have been used [12,13]. However,
C methods are significantly less sensitive than GC procedures and
his is a great limitation for real samples [14]. A general way-out to
his lack of sensitivity of LC hybrid techniques is on-line derivati-
ation to form a cold vapor of mercury at the exit of the column,
nCl2 and NaBH4 are the most popular reductants for this purpose
15].

Flow injection (FI) on-line preconcentration and separation
s a powerful technique for trace mercury determination with
nhanced sensitivity and selectivity. Coupling the FI with a
ercury-specific detector is a procedure that has been applied to
ercury speciation. Tao et al. [16] described a method for the quan-

ification of inorganic and total mercury in biological tissues by
V-AAS in a flow system, with the on-line addition of L-cysteine and
old vapor generation with SnCl2. Cava Montesino et al. [17] sug-
ested a procedure for the on-line speciation of mercury in fish by
V-AFS after converting the organic mercury in inorganic mercury
y the on-line addition of an oxidant mixture of KBr/KBrO3. Jian
nd McLeod [18] described a method for the sequential determi-
ation of inorganic mercury and methylmercury in natural waters
y CV-AFS after separation/enrichment on a microcolumn of sul-
hydryl cotton. Sanz et al. [19] have demonstrated the possibility of
he selective determination of inorganic mercury and methylmer-
ury by CV-ETAAS with a FI system in which an anion exchange
icrocolumn is inserted after the injection loop. If hydrochloric

cid is used as the carrier solution, the inorganic mercury will be
etained by the exchanger (Dowex M-41) while the methylmer-
ury will flow through the resin with negligible retention. On
he other hand, numerous analytical methods based on coupling
he FI with HPLC have been developed for mercury speciation
20].

The main objective of this work was to develop and validate
reliable method for application to mercury preconcentration

nd speciation in seafood. Many chelating ion-exchangers have
een reported in the literature as being suitable for metal ion
eparation and preconcentration. Schiff bases, an important class
f ligands obtained by condensation of aldehydes with amines,
lay a significant role in such applications. Our research group,
anly interested in sorbents based on Schiff bases has syn-

hesized and studied three new chelating sorbents pertaining
o a group of thiocarbonohydrazide. The first one is based
n the impregnation of the ion-exchanger DOWEX 1 × 8–200
ith 1,5-bis[(2-pyridyl)-3-sulphopheylmethylene] thiocarbonohy-
razide (PSTH). Later, we synthesized and studied a new sorbent
ased on silica with 1,5-bis(di-2-pyridyl)methylene thiocarbono-
ydrazide (DPTH) chemically bonded to the surface, by formation
f a C N bond on the polymeric matrix. These resins were applied
ith very good results, on the determination of total mercury

n biological and environmental samples by ICP-AES [21,22]. The
rincipal advantage of DPTH-gel is its very good stability and resis-
ance because chemisorption of chelating molecules on the surface
f solid supports provides immobility, mechanical stability and
nsolubility. Recently, we synthesized [23] a new resin based on
minopropyl-controlled pore glass with PSTH chemically bonded
o the surface (PSTH-cpg). In the present work DPTH-gel and PSTH-
pg resins were tested for mercury speciation in seafood. The
est results obtained for the separation of inorganic mercury and
ethylmercury were achieved with the PSTH-cpg resin. On the
ther hand, the geometry of the glass allows high sample flow
ates with low back-pressure facilitating the high sample frequency.
he DPTH-gel resin is more susceptible to back-pressure problems
nd need replacement more frequently. For these reasons, the resin
ased on controlled pore glass (PSTH-cpg) was chosen for this study

t
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v
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ith the aim to develop a fast, sensitive and reproducible method
or mercury speciation in biological samples, which can assist to the
nvironmental quality monitoring of this element and in routine
ontrol analysis of food from marine origin.

In the present work, a non-chromatographic method for the sep-
ration, preconcentration, and determination of mercury species
sing the PSTH-cpg resin is proposed. Inorganic mercury was found
o be quantitatively retained in the resin while organomercurial
pecies were unretained on the resin with the consequent sep-
ration of the species (inorganic mercury from organomercury
pecies). Previous oxidation of the organomercurial species to inor-
anic mercury allowed the determination of total mercury. The
rganic mercury was calculated as the difference between the
otal mercury and the inorganic mercury. The determination was
erformed using CV-AAS and CV-ETAAS coupled with on-line sep-
ration and preconcentration methodology. In this study, both
pproaches have been used and compared for the speciation of
ercury in seafood. All variables related to cold vapor genera-

ion and detection were studied. Central composite designs (CCDs)
24,25] were used to evaluate the effect of four variables: pH,
ample flow rate, eluent concentration and eluent flow rate. This
ype of design allows the experimental domain to be mapped
nd optimal values for parameters to be deduced, while reduc-
ng the number of experiments compared to a sequential design.
nderstanding the main factors and their interactions permitted

he development of a mathematical model to predict instrumental
esponse.

. Experimental

.1. Instrumentation

A PerkinElmer (Überlingen, Germany) Zeeman AAnalyst 800
tomic absorption spectrometer with a longitudinal Zeeman effect
ackground correction system in conjuction with a PerkinElmer
IAS-400 flow injection system and an AS-90 autosampler was
sed in this study. A PerkinElmer mercury hollow cathode lamp
perated at 6–7 mA intensity was used as the radiation source.
he mercury absorbance was measured at 253.7 nm with a 0.7 nm
pectral band pass. A non-heated quartz cell with a path-length of
65 mm and a diameter of 12 mm or a transversely heated graphite
ube with integrated pyrolytic graphite platforms were used as
tomizers. The electrothermal atomizers were used with thermal
reatment for permanent modifier deposition according to the pro-
edure reported by Moreda Piñeiro et al. [26].

The samples were digested using an Anton Paar (Graz, Austria)
ultiwave 3000 microwave oven.
The FI system is shown in Fig. 1, which consists of two peri-

taltic pumps, a reagent mixing chemifold, an expansion gas–liquid
eparator and a four way rotary valve; this valve had the mini-
olumn connected within the sample loop. The minicolumn was
glass tube (3 cm × 3 mm i.d.), packed with the chelating resin

o a height of 0.7 cm. At both ends of the minicolumn, polyethy-
ene frits (Omnifit, Cambridge, UK) were fixed to prevent material
osses. The minicolumn was initially flushed with 2 M nitric acid;
ubsequent use of the eluent in each operating cycle was suffi-
ient to make it ready for re-use. Tygon pump tubings were used
o deliver sample, reagents and withdraw waste. The reaction coil
nd connections were made of 0.8 mm i.d. PTFE tubing. The mer-
ury vapor generated in the reactor was transported to the graphite

ube through a PTFE transfer line connected to the sampler arm
nd to a quartz capillary (1.0 mm i.d.) in the other extremity. Argon
ith a purity of 99.99% was used as the carrier gas for mercury

apor and as the purge and the protective gas for the graphite
tomizer.
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Table 1
Optimum operating conditions for the separation and determination of mercury

FI system
Internal diameter of coils 0.8 mm
Mixing coil length 100 cm
Sample flow rate 7.2 mL min−1

Elution flow rate 4.6 mL min−1

Reductant flow rate 4.6 mL min−1

Argon carrier flow rate 150 mL min−1

Graphite furnace temperature program

Stage Parameters

Temperature (◦C) Ramp (◦C s−1) Hold (s) Gas flow rate
(mL min−1)

1 20 1 1 250
2 20 1 1 250
3
4
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ig. 1. Schematic diagram of FI system for the preconcentration and separation of
ercury: P1 and P2, peristaltic pumps; M, mixing coil; Ar, stream of argon and W,
aste. For further details see text.

.2. Reagents

High-purity reagents were employed in all experiments. For the
ynthesis of PSTH-cpg, the following were used: �-aminopropyl-
ontrolled pore glass (550 Å) and diglutaric aldehyde were supplied
rom Fluka (Buchs, Switzerland), thiocarbonohydrazide and 2-
enzoilpyridine were purchased from Aldrich Chemie (Steinheim,
ermany), and diethyl ether, ethanol, sulphuric acid fuming 30%
O3 and glacial acetic acid from Merck (Darmstadt, Germany). The
ynthesis and characterisation of the resin were described by the
uthors in a previous paper [23]. The structure of PSTH-cpg is shown
n Fig. 2.

Standard inorganic mercury solutions were prepared by appro-
riate dilution of a stock mercury(II) solution (1000 mg l−1; Merck).
tock methylmercury (MeHg) solution (1000 mg l−1) was prepared
rom methylmercury chloride (Carlo Erba) in ethanol (Merck).

orking standard solutions were prepared daily to reduce mer-
ury volatilisation. The MeHg solution was stored away from light
t 4 ◦C to prevent decomposition. A 0.2% (m/v) sodium tetrahy-
roborate (Fluka Chemie) solution stabilized with 0.05% (m/v)
odium hydroxide (Merck) and stored in a polyethylene flask under
efrigeration, was used as the reducing agent. A pH 1 buffer was
repared by mixing 5 ml of 2 M sodium chloride (Merck) and
dding 1 M hydrochloric acid (Merck) up to pH 1 and diluting to
00 ml with deionised water. A 6% (m/v) thiourea (Fluka Chemie)

olution in 1% (v/v) nitric acid (Merck) was used as eluent. A
tandard 1.000 �g ml−1 Ir(III) solution (PerkinElmer pure, Atomic
bsorption Standard) were used to coat the graphite furnace plat-

orm.

Fig. 2. Structure of PSTH-cpg.
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.3. Treatment of the graphite tube with a permanent modifier

Pyrolytically coated graphite tubes were pretreated by inject-
ng 50 �l of a 1.000 mg l−1 Ir standard solution into the tube, and
ubmitting it to a temperature program based on a work reported
y Moreda Piñeiro [26]. Each injection was dried slowly by heat-
ng the atomizer at 150 ◦C with a ramp rate and hold times of 30
nd 40 s, respectively. Then a second dried step at 200 ◦C with
ramp rate and hold times of 20 and 30 s was used. Follow-

ng this, a reduction step at 2000 ◦C was applied during 5 s. This
rocedure was repeated 25 times, resulting in a total mass of
250 �g of the modifier deposited on the tube graphite wall. A
ube treated in this manner can pass through about 500 firing
ycles.

.4. Mercury could vapor generation and preconcentration

The FI manifold used for on-line preconcentration and elution
s shown in Fig. 1. Optimum instrumental conditions are given in
able 1. The FI system was operated as follows: during the 2 min
ample loading period, valve in the “fill” position, a 7.2 ml min−1

ow of sample (standard or blank) at pH 1 is pumped (via pump
1) through the microcolumn (located in the loop of the valve).
he metal is adsorbed on the sorbent minicolumn and the sample
atrix sent to waste. During preconcentration, a 4.6 ml min−1 flow

f eluent (6% thiourea in 1% HNO3) and reductant (0.2% NaBH4 in
.05% NaOH) are being aspirated from the containers by the pump
2 to establish the baseline and the readout for the determina-
ion with quartz cell. At the beginning of the 60 s elution stage,
he valve position is changed and the sample pump P1 is stopped.

hen the valve is in the “inject” position, the eluent passes through
he minicolumn. Thus, the accumulated mercury ion is eluted at
n elution rate of 4.6 ml min−1 and merges with a 4.6 mL min−1

ow of reductant in the mixing coil M (length 100 cm, i.d. 0.8 mm),
here direct generation of mercury vapor takes place. The gas

enerated and the solvent are then passed into the gas–liquid
eparator which provides a separation of gases from liquid. The
iquid is drained and the generated mercury vapor is swept into
he quartz cell or into the graphite furnace by a stream of argon
150 ml min−1). With this procedure, the FI system and the ETAAS
nstrument were coupled and operated completely synchronously.

he furnace temperature program for mercury determination is
hown in Table 1. Peak heights were used for analytical mea-
urements. Quantitation was achieved by the standard addition
ethod.
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Table 2
Experimental domain for the CCD experiments

Factor Levels

−2 1 0 +1 +2

A, Eluent concentration (%w/v) 2.0 3.0 4.0 5.0 6.0
B
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.5. Sample preparation

The certified reference materials (CRMs) analysed to determine
he accuracy of the proposed procedure were: National Research
ouncil of Canada (NRCC), CRM DOLT-1 Dogfish Liver and TORT-1
obster Hepatopancreas. The samples were first dried in accordance
ith the instructions of the respective analysis certificates, after
hich an accurately weighed amount of 0.20–1.00 g was subjected

o microwave digestion. In order to determine the concentration
f total mercury as inorganic mercury the samples were treated as
ollows: a volume of 2.0 ml of concentrated nitric acid, 2 ml of 30%
ydrogen peroxide and 0.5 ml of concentrated hydrochloric acid
ere added to the weighed amount of sample into a digest vessel,

hen this vessel was put into the microwave oven to a power of
400 W for 20 min. At the end of the digestion program the vessels
ere allowed to cool before removing them from the microwave
nit (15 min). Then, the pH of the solutions was adjusted to 1.0
ith concentrated NaOH and buffer solution and, finally, the sam-
les were diluted to adequate volume with de-ionised water in a
alibrated flask. Samples were analysed, in triplicate, immediately
fter preparation by introducing them into the manifold described
bove. Blanks were prepared in parallel. For the determination of
norganic mercury the procedure previously described was fol-
owed except for the sample pre-treatment. In this case, a volume
f 10 ml of 4.0 M HNO3 was added (methylmercury was stable up to
.0 M HNO3 and degraded at higher concentrations for both eval-
ated materials, according to Mizanur Rahman and Skip Kingston
27]) to the weighed amount of sample (1.0–2.0 g) and the mixture
as subjected to 28 min of microwave irradiation (power 500 W;

emperature 45 ◦C). Then, the samples were placed in a centrifuge
ube and sonicated for 5 min. After extraction, the suspension was
entrifuged at 3500 rpm for 10 min and the supernatant was taken
or further analysis. Blanks were prepared in parallel.

The clam and mussel samples were bought in a market of
álaga, dried at 45 ◦C in an electric oven for 48 h and powdered,

fter which an accurately weighed amount of 0.20 g was subjected
o microwave digestion. The working conditions of the microwave
ven and the preparation of the samples for the analysis were the
ame that for the certified reference materials.

.6. Optimization strategy

A rotable uniform central composite design (CCD) [24,25] was
sed to study the empirical relationship between four controlled

actors. The selected factors and their corresponding ranges were
etermined after preliminary experiments. A mathematical model
or a four variable CCD can be described by Eq. (1).

= ˇ0 +
∑

ˇjxj +
∑

ˇjjx
2
j +

∑
ˇjkxjxk (1)

here Y is the response of system, xjk is the variable of system and
0, ˇj, ˇjj, ˇjk are the regression coefficients for constant, linear,
quare and interaction terms, respectively.

Regression coefficients are calculated by fitting the value of
xperimental parameters to the least squares regression line. A
uadratic equation or an equation containing only significant terms
esults. This can then be used to predict the response of the system
t given levels of experimental factors. The experimental domain
evels appear in Table 2.

The CCD consists of a star design imposed through the centre

f a factorial design. The four factor design used in this investiga-
ion comprised a 24 factorial design (16 experiments), a 2 × 4 star
esign (8 experiments) and 2 centre points. The resulting 26 exper-

ments were randomly performed without replication. An ˛ value
f 2 was used to ensure rotatability and orthogonality of the design

t

t
e
F

, pH 1.0 2.0 3.0 4.0 5.0
, Sample flow rate (mL min−1) 1.5 3.0 4.5 6.0 7.5
, Eluent flow rate (mL min−1) 2.0 3.0 4.0 5.0 6.0

s calculated by Eq. (2).

= ±(NF)1/4 = ±2.0 (2)

here NF is the number of experiments in factorial portion of design
16).

The experimental data were processed by using the STAT-
RAPHICS program [28]. For CCD, the significance of the effects was
hecked by analysis of the variance (ANOVA) and using p-value sig-
ificance levels. This value represents the probability of the effect
f a factor being due solely to random error. Thus, if the p-value is
ess than 5% the effect of the corresponding factor is significant.

. Results and discussion

In view of the complex nature of biological samples, selection
f the proper chelating resin material for a specific suite of trace
lements is most important. In order to establish which was the
ore adequate column, two supports and two chelating reagents
ere tested. Silica gel and controlled pore glass (cpg) were investi-

ated as supports and two organic reagents DPTH and PSTH, able to
eact with the mercury species, were tested. The best reagent/solid
upport combination for mercury speciation was PSTH-cpg owing
o the selective retention of inorganic mercury in this resin and
ecause the geometry of the glass allows high sample flow rates
ith low back-pressure, facilitating the high sample frequency,
hile the inherent characteristics of the silica gel beads make this
aterial difficult to manipulate in an on-line system with a micro-

olumn connected within the sample loop. Thus, this led to tight
acking of the microcolumn, resulting in increased flow resistance.
he resins based on silica beads, more susceptible to back-pressure
roblems, needed replacement more frequently. For these reasons
STH-cpg resin was chosen for this study.

.1. Optimization of the procedure

To optimize the system, most efforts were focused on the condi-
ions for sample loading and mercury elution from the column, as
ell as the flow system which was coupled on-line with the precon-

entration and separation unit in order to obtain highly sensitive,
ccurate and reproducible results. For measurements to be useful,
t was considered that a relative standard deviation (R.S.D.) of about
% was acceptable. Peak height was chosen as the figure of merit to
e maximised. The chemical and FI variables of the used manifold,
hich affect the preconcentration and mercury vapor generation
ere optimized using 5.0 �g l−1 Hg(II) standard solution.

Firstly, the trapping time onto the coated graphite tube for mer-
ury cold vapor was investigated; the results obtained showed that
trapping time of 60 s is necessary. On the other hand, the efficiency
f trapping mercury cold vapor onto the coated graphite tubes was
ound to be optimum at room temperature. Thus, an adsorption

emperature of 20 ◦C was selected for further experiments.

To minimize the time needed for quantitative elution the selec-
ion of the eluent for the analyte is very important. Strong acids are
ffective in dissociating complexes and releasing free metal ions.
or this reason, hydrochloric acid and nitric acid were tested as



E. Vereda Alonso et al. / Talanta 77 (2008) 53–59 57

F
c
o

e
e
v
t
w
n
r
e
n
t

t
m
C
g
i
e
v
t
i
[
a
t

v
p
o
T
h
c
c
i
f

t
t
f
c
(
i
o
A
e
t
l
s

Y

w
w
i
s

t
f

t
d
t
c
u
o
a
a
l
t
a

3

t
t
s
v
m
t
c
i
c
d
t
t
i
f

3

u
s
(
E
d
to three times the standard deviation of the blank signal plus the
ig. 3. Graph showing the influence of main effects on the preconcentration of mer-
ury. The lines indicate the magnitude and sign (increase or decrease) of the variation
f the peak height with the factor level.

luents. Ethylene diamine and thiourea were also evaluated as elu-
nt. For this study standard solution of mercury at different pH
alues were loaded onto the column for 1 min and eluated with
he eluents mentioned above at different concentrations. Thiourea
as the eluent which offered the best mercury signal, this sig-
al increased as the thiourea concentration increased. Use of the
emaining above-mentioned eluents led to transitory signals with
levated dispersion and unacceptable long elution times, which did
ot permit high sensitivity conditions to be obtained. According to
hese results, thiourea was selected as the eluent.

The microcolumn dimensions were carefully optimized, very lit-
le retention is achieved with a short column (less than 5 mm),

aximum efficiency being achieved with a 5.0–7.0 mm column.
onsidering the high breakthrough capacity of the column, lengths
reater than 7.0 mm are not necessary for the proposed system. An
ncrease in resin volume led to an appreciable enlargement of the
lution peaks with a consequent decrease in the detection limit. A
ery small volume of resin could result in saturation of the absorp-
ion sites with a decrease in recovery. Also, the effect of the column
nternal diameter on the elution profile dispersion is widely known
29], 3.0 mm being considered as an acceptable column i.d. Hence,
glass tube microcolumn (3 cm × 3 mm i.d.), packed with the resin

o a height of 7 mm, was selected for this study.
NaBH4 was chosen as reductant. The NaBH4 concentration was

aried from 0.02 to 0.5% (w/v). The results obtained showed that the
eak height remained constant for reductant concentrations equal,
r greater than 0.1%. A concentration of 0.2% was used in practice.
he influence of mixing coil length was also examined to ensure
omogeneous mixing of the sample and NaBH4 solutions. Tubing
oils (0.8 mm i.d.) of different lengths (0–200 cm) were tested. The
oil length selected here was 100 cm. A coil length above this value
s not recommended because the resulting larger back-pressure
rom the system is less favourable for phase separation.

Once these factors have been fixed, a CCD involving 26 runs was
hen performed in order to obtain the optimum conditions with
he four continuous variables found to be potentially significant
or this study. The variables to be optimized were: eluent con-
entrations (A), pH (B), sample flow rate (C) and eluent flow rate
D). The experimental domain levels for CCD experiments appear
n Table 2. The significance of the effects was checked by analysis
f the variance (ANOVA) and using p-value significance levels. The
NOVA results produced the graph showing the influence of main
ffect represented in Fig. 3. These results indicated that the fac-
ors A and C were not statistically significant at the 95% confidence

evel (p < 0.05). Neglecting insignificant terms and their associated
quares and interactions the results obtained fit the equation:

= 0.048 − 0.015B + 0.070D − 0.008D2

n
a
s
a

Fig. 4. Response surface obtained from CDC design.

here Y is the peak height. The predicted values by this equation
ere in accordance with the peak height values obtained exper-

mentally (coefficient of determination R2 = 0.989). The response
urface for this equation. is shown in Fig. 4.

As result of these observations, the following working condi-
ions were chosen: A = 6%, B = 1, C = 7.2 ml min−1, D = 4.6 ml min−1

or latter experiments.
On the other hand, in time-based preconcentration systems

he loading time indicates the preconcentration time and affects
irectly the enrichment factor. Thus, the loading time was inves-
igated in the range between 30 and 540 s using the optimum
onditions described above. The absorbance was practically linear
p to a 540 s preconcentration time. Although sensitivity increased
n increasing the sample loading time, the loading time was set
t 120 s in order to achieve high sample frequency with a reason-
ble sensitivity. Longer loading times can be used for samples with
ow concentrations of mercury. Also, preliminary tests showed that
he sample volume was a not important factor when the mass of
nalyte arriving at the column was kept constant.

.2. Selective preconcentration of mercury species

In order to evaluate the separation of the mercury species using
he PSTH-cpg resin, the proposed method was separately applied
o the determination of inorganic mercury and organomercurial
pecies in synthetic samples at two different concentration levels,
iz., 10 and 5 ng l−1. A 100% recovery was obtained for inorganic
ercury, while no retention of the organomercurial species on

he resin was observed, indicating the total separation of the mer-
ury species. This could be attributed to the double charge of the
norganic ion, which was more strongly retained by the PSTH-cpg
olumn compared to the singly charged species MeHg. Previous oxi-
ation of the organomercurial species to inorganic mercury allowed
he determination of total mercury. An estimation of the MeHg con-
ent was obtained by difference between the total mercury and the
norganic mercury. Thus, the present methodology appears suitable
or distinguishing between inorganic and organic mercury species.

.3. Analytical performance characteristics

The analytical performance characteristics for both techniques,
nder the optimum conditions for a 120 s preconcetration time are
ummarized in Table 3. As can be seen, a lower detection limit
LOD) was obtained for the inorganic mercury determination by CV-
TAAS, as the sensitivity was better for this technique. The LOD was
efined as the concentration of analyte giving a signal equivalent
et blank intensity. The precision for aqueous standards was evalu-
ted as the relative standard deviation obtained after analysing 10
eries of 10 replicates and the enrichment factor (EF) was defined
s the ratio of the slopes of the linear section of the calibration
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Table 3
Analytical performance of the FI on-line preconcentration method for Hg(II)
determination

Parameter CV-AAS CV-ETAAS

Sample volume 14.4 ml 14.4 ml
Preconcentration time 120 s 120 s
Sampling frequency 20 h−1 16 h−1

Enrichment factor 28 42
Detection limit 0.01 �g l−1 0.006 �g l−1

Precision (R.S.D., n = 10,
1.0 �g l−1)

3.4 3.5

Linear range 0.1–30 �g l−1 0.009–1.5 �g l−1

Slope (aqueous Hg2+) 0.0954 (�g l−1)−1 0.1534 (�g l−1)−1

Correlation coefficient R = 0.999 R = 0.995
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lope (standard
addition)

0.024–0.048 (�g l−1)−1 0.036–0.068 (�g l−1)−1

orrelation coefficient R = 0.995–0.999 R = 0.997–0.998

raphs before and after the preconcentration. The LODs obtained
ere perfectly adequate for the analyzed biological samples, which

ompares favourably with other values obtained using FI systems
oupled on-line to conventional atomic spectrometers [30–32]. On
he other hand, the sample loading time is very flexible, allowing
he use of different sample volumes according to the concentration
evel in the sample.

.4. Interference studies

The effects of representative potential interfering species (at the
oncentration levels at which they may occur in biological sam-
les after digestion) were tested for their effect upon retention and
etermination of mercury under the optimum conditions described
bove, using standard solution of 4 �g l−1 Hg(II). The results showed
hat only few of the elements usually found in biological samples

ay compete with the Hg(II) during the preconcentration and sep-
ration process. Thus, concentration up to at least 5 mg l−1 of Ni(II),
l(III), Mn(II), Cd(II), Bi(III), Cr(III), Co(II) and Fe(III), and concen-

rations up to 4 mg l−1 Zn(II), Pb(II) and Cu(II) had no significant
ffect (less than 5% recovery variation) on the preconcentration and
etermination of Hg. Commonly encountered matrix components
uch as alkali elements generally do not form stable complexes and
re not retained on the resin. Also, alkaline earth elements such
s Ca(II) and Mg(II) were not retained on the column. On the other
and, anions such as PO4

3−, NO3
−, SO4

2− and Br− could be tolerated
t concentrations up to at least 5 mg l−1. F−, I− and citric ions caused
mall variations to the signal when present at concentrations higher
han 3 mg l−1.

.5. Analytical results

In order to test the accuracy and applicability of the proposed
ethod to the analysis of real samples, two biological reference
aterials were analysed. The obtained results, as the average of

hree separate determinations, for total Hg, Hg2+ and CH3Hg+ are
hown in Table 4. The organic mercury concentration calculated
s the difference between the total Hg minus the inorganic mer-
ury agree with the certified methylmercury concentration. This is
confirmation that most of the organic mercury obtained by the
ifference mentioned is really methylmercury, indicating that the
ther organic species, where they are detected by the proposed
ethod, are not significant. Also, this is a proof that the obtained
alue by the proposed procedure, is really the concentration of
g(II), indicating the total separation of the mercury species. All
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In addition, composite samples of mussel tissues and clams were
nalyzed. The results are presented in Table 4. The samples, previ-
usly analyzed, were spiked with Hg(II) at concentrations levels
imilar than those previously found (see Table 4) and recovery val-
es from 96 to 101% for Hg(II), from 94 to 110% for total mercury
nd from 98 to 110% for methylmercury were obtained.

. Conclusions

The FI on-line preconcentration and separation system using
STH-cpg as a sorbent material allowed the determination of Hg2+

nd total Hg in biological samples by CV-AAS and CV-ETAAS. The
etection limits obtained are adequate for the analyzed samples as
he sample loading time can be easily changed in the preconcen-
ration procedure. In addition, the speciation analysis procedure
oes not use chromatographic techniques, requiring only an atomic
bsorption instrument with a simple FI system. The use of expen-
ive and sophisticated instruments is also avoided. The high speed,
ase of use and automation, selectivity and relative freedom from
andom contamination by sample handling make this method suit-
ble for mercury speciation in biological samples. The minicolumn
as a practically unlimited lifetime without the demand for gener-
tion. PSTH-cpg is low cost compared with other chelating sorbents
uch as Chelex-100 and Muromac A-1.
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a b s t r a c t

Even though monitoring of dissolved ammonia is acutely important for environmental studies, fish
farms and for industrial surveillance, no system for the performance of online measurements at the
concentrations needed exists so far. For many applications it is necessary to detect dissolved ammonia
concentrations at sub mg/l-levels, because ammonia is reported to be toxic for aquatic organisms above
25 �g/l. We present new ammonia sensitive materials consisting of fluorescent pH indicators embedded
into different cellulose esters. The low pKa value of the indicators and the high solubility of ammonia in the
cellulose polymers lead to detection limits below 1 �g/l and a dynamic range between 5 and 1000 �g/l.
race analyses
ptical sensor
luorescent pH-indicators
ellulose esters

Response times at these trace concentration levels are in the order of 20–30 min. The sensors are suitable
for fresh and sea water monitoring by an additional silicon layer preventing the interference of protons
and salinity. The fluorescent indicators Eosin ethylester and 2′,7′-dichlorofluorescein methylester (DCF)
were investigated to achieve sensors with a dynamic range matching the target concentrations. Sensors
with improved performance were obtained by employing cellulose ester nanospheres with incorporated
Eosin ethylester. The simple sensor design has a high potential to be applied in miniaturized optical
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measurement system for

. Introduction

The generation of ammonia is ubiquitous: decomposition of bio-
ogical waste and sewage by micro-organisms, release of fertilizers,
gricultural run-off, excretion by animals and plants, industrial
missions and volcanic activity are quoted as major sources of
mmonia in our industrialized environment.

In spite of continual volatilization from the earth’s surface, ter-
estrial exposure is not usually a problem. Ammonia rises rapidly
nd is destroyed by photolytic reactions.

Aquatic exposure on the other hand raises a severe problem for
he underwater habitat, especially in regions of high human habi-
ation and large numbers of farm animals, where most biological
aste is released into rivers and oceans. Monitoring waste sides

nd water quality in natural habitat, but also in fish farms and
quariums is a crucial application for measurements of ammonia
issolved in water since ammonia is known to be toxic for aquatic
rganisms at concentrations above 25 �g/l [1–4].
Several methods for measurements of dissolved ammonia have
een developed. Berthelot reaction, which dates from the 19th
entury, is still used for water analysis as it allows detecting concen-
rations of only 10 �g/l of ammonia. Recently, Berthelot reaction has

∗ Corresponding author. Tel.: +43 316 873 4324; fax: +43 316 873 4329.
E-mail address: torsten.mayr@TUGraz.at (T. Mayr).
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© 2008 Elsevier B.V. All rights reserved.

een integrated into a micro-fluidic system, what makes it applica-
le for water monitoring [5]. But still, there are disadvantages such
s slow kinetics, consumption of reagents and the irreversibility
f the reaction itself. One of the most popular ammonia sensors
or online measurements is based on a modified pH-electrode. This
mmonia selective electrode allows a fast detection of ammonia
ith a detection limit (LOD) of 30 �g/l, but salinity affects the mea-

urement [6,7].
Various optical methods to measure ammonia based on pH-

ndicators incorporated into polymer layers have been developed
n the last two decades. A wide range of LEDs, photodiodes and
ptical fibres became available within the last years through
he rapid development in semiconductor technology. Thereby
he fabrication and miniaturization of devices based on optical
rinciples is easy and cheap [8]. Fluorescence and absorbance tech-
iques have been employed: Bromocresol purple was integrated

nto a sol–gel to measure in the mg/l-range [9]. Bromophenol
lue in silicone gave an LOD of 45 �g/l [10,11]. With rhodamine
yes incorporated into ethyl cellulose, PVC and PVA detection

imits of 500 �g/l were reached [12]. The dynamic range of pH-
ndicator based sensors results chiefly from the pKa value of
he dye. Such sensors respond to gases with basic properties

nd which are capable of penetrating into the polymer. Simon
nd coworkers reported of optical NH3 sensors based on pH-
ndicators combined with specific ionophores for ammonium (such
s nonactine) to enhance the selectivity of the membranes. The
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The average size of the polymer particles was determined by

dynamic light scattering (DLS) measurement with Zeta Nanosizer
(Malvern Instruments, UK) with particle suspensions containing
approx. 1 mg particles per ml water. The software calculates a value
called Z–Average size (or cumulant mean), which is an intensity

Table 1
Composition of the sensing membranes

Membrane Thicknessa

(�m)
Polymer Dye Concentration of

the dye (mmol/kg)

MB1 1 CAc E 0.9
MB2 1 CAcP E 0.9
MB3 1 CAcB1 E 0.9
MB4 1 CAcB2 E 0.9
MB5 1 CAcP (50%),

CAcB2 (50%)
E 0.9

MB6 1 CAc DCF 1.5
MB7 5 CAc E 3.6
MB8 5 CAc DCF 6
MP1 1 CAc E 1
MP2 1 CAcP E 1
K. Waich et al. / Ta

etection limit of those sensors is 2 ppb of ammonia in nitrogen
13,14].

In this study we use different cellulose esters as matrix poly-
ers, which are capable to interact with ammonia by hydrogen

onding. This capability to interact with the polymer leads to
mproved diffusion properties and a higher solubility of ammo-
ia in the cellulose esters. The polarity of the polymers varies
ith the kind of esterification of the polymer (acetate, propi-

nate and butyrate esters) and influences the dynamic range of
he membranes in the way the esters allow stronger or weaker
nteraction between the analyte and the matrix. Nevertheless, the
Ka value of the pH indicator is the parameter, which affects the
etection range most. Detection limits of around 50 �g/l and a
ynamic range in the mg/l concentration range were obtained using
,7-dichlorofluorescein (pKa 4.8) as fluorescent indicator, whereas
osin (pKa 3.8) gave detection limits below 1 �g/l and a dynamic
ange between 5 and 1000 �g/l. The performance of various com-
inations of dyes and polymers in films and in nanospheres were

nvestigated.

. Experimental

.1. Reagents

Unless otherwise noted, materials were obtained from commer-
ial sources and were used without further purification. Cellulose
cetate (MW 100,000; CAc), cellulose acetate propionate (15,000;
AcP), cellulose acetate butyrate with 16.5–19% butyrate con-
ent (CAcB1) and cellulose acetate butyrate with 44–48% butyrate
ontent (CAcB2) were purchased from Sigma–Aldrich. They were
ashed with Millipore water and dried in a drying chamber at
0 ◦C for 48 h to evaporate unreacted acid. Eosin ethylester (E) and
eflon AF was purchased from Sigma–Aldrich, acetone from Merck,
′,7′-dichlorofluorescein and methyl iodine from Fluka. Silicone
PP2-RG01, 2 part reprographic Silicone) was purchased from ABCR.

.2. Syntheses

.2.1. Synthesis of 2′,7′-dichlorofluorescein methylester (DCF)
A mixture of 2′,7′-dichlorofluorescein (600 mg, 1.496 mmol) and

ethyl iodine (425 mg, 2.992 mmol) were stirred in 5 ml of DMSO
nd K2CO3 solid (435 mg, 3.14 mmol) at room temperature for 24 h.

saturated NaCl solution was added to the reaction. As DCF is
ell soluble in water the whole mixture, acidified with HCl, was

xtracted with ethyl acetate. The organic phase was dried with
gSO4 and evaporated to dryness under reduced pressure. The

btained product was further purified by column chromatography
n-hexane:ethyl acetate 1:4; with some ml of methane sulfonic
cid, Rf = 3.5). Yield: 65% 1H-NMR (ı, 20 ◦C, DMSO-d6, 500 MHz):
.62 (s, 3H, O–CH3), 6.82 (s, 2H, aromat.), 6.90 (s, 2H, J = 15 Hz, aro-
at.), 7.51 (d, 1H, J = 15 Hz, aromat.), 7.80 (t, 1H, J = 15 Hz, aromat.),

.90 (t, 1H, J = 15 Hz, aromat.), 8.3 (d, 1H, J = 16 Hz, aromat.) [15].

.3. Preparation of the nanospheres

10 ml of acetone containing 100 mg of polymer CAc, CAcP or
AcB2 and 0.14 mg of E were added drop-wise to 50 ml of Mil-

ipore water in a round-bottomed flask during ultra sonification.
he resulting nanospheres were dialysed for 24 h. After dialyses
he nanospheres were dried by lyophilisation.
.4. Preparation of sensing membranes

.4.1. Bulk membranes (MB)
Sensing membranes were prepared by spreading cocktails con-

aining cellulose esters (5% (w/w) polymer content) and dye

M

t
a
t

77 (2008) 66–72 67

issolved in acetone onto polyester films (thickness: 175 �m;
oodfellow, Huntingdon, UK) with a homemade knife coating
evice to obtain membranes of a calculated thickness of approx.
�m for fluorescence and approx. 5 �m for absorption measure-
ents. For the composition of the membranes see Table 1. All

ocktails contained additionally 0.6 �mol of methanesulfonic acid.
he ammonia sensitive layers were covered with a 5% (w/w)
ilicone solution in n-hexane to obtain an approx. 1-�m thick sil-
cone layer. For the composition and the thickness of the MBs see
able 1.

.4.2. Particle membranes (MP)
10 mg of the nanospheres were resuspended in 400 �l of a

% (w/w) silicone solution in n-hexane containing 1.2 �mol of
ethanesulfonic acid in an ultrasonic bath. Those cocktails were

pread onto polyester films (thickness: 175 �m; Goodfellow, Hunt-
ngdon, UK) with a homemade knife coating device to obtain

embranes of a calculated thickness of <1 �m (Table 1). The
btained membranes were left for drying for about 20 h at ambient
ir and then another silicone layer (5% (w/w) silicone in n-hexane),
esulting layer thickness: approx. 1 �m was applied.

.5. Apparatus

.5.1. Spectral characterization of the sensing membranes
Fluorescence measurements (spectra and intensity vs. time)

ere performed using a LS 50 B fluorescence spectrometer
PerkinElmer, Wellesley, US). Sensor membranes were mounted in
fluorescence spectrophotometer equipped with a flow-through

ell adjusted to 25 ◦C. Before the measurements the membranes
ere conditioned with 500 �g/l NH3 in phosphate buffer for mem-
ranes containing DCF, 50 �g/l in phosphate buffer for membranes
ontaining E. All measurements were performed at this tempera-
ure exposing the membranes to solutions with dissolved ammonia
r trimethylamine (TMA).

For absorption spectra sensor membranes were exposed to solu-
ions with dissolved ammonia and investigated with a Cary 50 Bio
V–vis-Spectrometer (Varian, Palo Alto, US).

.5.2. Characterization of the nanospheres
P3 1 CAcB2 E 1

a The method of membrane preparation does not allow regarding the membrane
hickness as an exact value. The values we use to indicate the membrane thickness
re estimated considering the concentration of the polymer cocktail and the spacer
hickness used in the knife coating device.
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ean, and the polydispersity index PDI. Particle sizes were mea-
ured in water after dialyses.

.6. Solutions and buffers

Aqueous solutions were prepared from Millipore water. Stock
olutions were prepared dissolving ammonium chloride and
rimethylammonium hydrochloride in a buffered solution at pH
. The pH was adjusted using 100 mM sodium phosphate buffer.
he amount of free NH3 and trimethylamine in water is defined
y the pH-value of the solution and was calculated by the
enderson–Haselbalch equation. Temperature factors were con-

idered according to Ref. [16].

. Results and discussion

.1. Choice of dyes

Fluorescence measurements are highly sensitive and easy to
erform and were therefore chosen to achieve the demands of trace

evel detection of dissolved ammonia in �g/l range. Xanthene dyes
hown in Scheme 1 were used as pH indicators and incorporated
nto polymer layers. This class of fluorescent dyes has been mainly
mployed for pH sensing and for fluorescence imaging [17,18].

The spectral and thermodynamic properties of xanthene dyes
re primarily governed by the substitution pattern of the xanthene
tructure, for instance, emission and absorption characteristics, the
uantum yield (QY) and the pKa values. Generally the substitution
t the 2′ and 7′ positions has little effect on the quantum effi-
iency, whereas substitutions at the 4′ and 5′ positions decrease
he quantum yield. Due to this fact the QY of DCF is above 0.9 (pH
, phosphate buffer), what is in the range of Fluorescein, but the
Y of E is around 0.5. The pKa values of those dyes are determined
y the type of halogenation of the 2′, 4′, 5′, 7′-positions. The pKa

alue of 2′,7′-dichlorofluorescein is 4.8, whereas Eosin (2′,4′,5′,7′-
etrabromofluorescein, E) has a pKa value of 3.8 [19–21]. E has the
owest pKa value of commercially available dyes and is therefore the

ost promising compound for trace measurements of ammonia.
The sensing scheme employed is based on the acid–base equi-

ibrium between ammonia (pKa = 9.24) and the dye (Eq. (1)).
bviously, the pKa of the pH indicator determines the dynamic

ange of the sensor.

H3(aq) + IndH ↔ NH4
+ + Ind− (1)

The emission characteristics of xanthenes also strongly depend
n species formed by protonation or deprotonation. The presence

f ammonia in the sensing layer leads to the deprotonation of the
ndicator resulting in a rise of the detected fluorescence intensity
Scheme 2). In order to simplify the response to ammonia ethyl-
nd methylesters of the dyes were used. Thus the protonation of
he carboxylic group and formation of the neutral species, a lactone,

Scheme 1. Eosin ethylester (E), 2′ ,7′-dichlorofluorescein methylester (DCF).

c
w
a
p
e

T
R
m

M
M
M
M
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M

cheme 2. Sensing scheme of sensors containing Eosin ethylester (E) as pH indica-
or.

hich is colourless and nonfluorescent is prevented [22]. Since the
arboxylic and the phenolic group have similar pKa values the ester-
fication does not influence the magnitude of response towards
mmonia [20]. In addition the esters provide an increased solubility
n the matrix polymer. This prevents the dye from leaching.

The concentrations of the dyes in the sensing layers (MB and
P) were chosen in an agreement of signal to noise ratio, signal

ntensities and response times (Tables 1 and 2). Higher concentra-
ions obviously lead to a higher signal and a higher signal to noise
atio, but also to longer response times. The concentrations are in
range where self-quenching of fluorescence is not observed.

.2. Choice of polymers

Through their hydrophilicity the cellulose esters used in this
ork constitute a good matrix for xanthene dyes: in hydrophilic

nvironments these dyes possess high quantum yields. Further the
atrix is able to stabilize ions resulting from the sensing mecha-

ism (anion of the xanthene dye and the ammonium ion), yielding
n a higher sensitivity of the sensor.

The hydrophilicity of the polymers is altered with the nature of
he ester (acetyl, propionyl or butyryl), what influences the amount
f water absorption. The water absorption over 24 h is up to 7.0% and
.2% for CAc and CAcB, respectively [23]. Three different adsorbed
ater species have been reported: hydrate water, liquid water and
rest of water with a structure between the hydrate and the liquid
ater. Small, hydrophobic pores contain clusters of weakly bonded
ater, whereas larger, predominantly hydrophilic pores contain

iquid water [24,25].

.3. Sensor assembly

Three techniques for the immobilization of a dye on a solid
atrix material are commonly used in optical sensor technology:

ovalent binding, adsorption and embedding. Physical entrapment

as employed, because it is easy and fast. “Cocktails” of the polymer

nd the dye in acetone were prepared, and spread onto a trans-
arent, inert polyester membrane. The application of methyl- and
thylesters of the dyes and an additional silicone layer assure that

able 2
esponse times (t95), reversibility and 50% signal change of membranes and particle
embranes containing Eosin ethylester (E) as pH-indicator

t95 (min) 25–50 �g/l Reversibility (min)
50–25 �g/l

50% signal change
(�g/l)

B1 40 35 13
B2 29 60 32
B3 22 31 158
B4 150 166 183
B5 61 93 158
P1 22 n. d. 9
P2 34 38 22
P3 54 72 80
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Fig. 1. (a) Sensor assembly using part of a

eaching is prevented and leads to rugged membranes for long time
easurements.
Two different sensor layouts are investigated: MB and MP

Fig. 1). Regarding the key limitation – the slow mass transport
rom the sample to reach the required equilibrium concentration
n the sensing membrane – causing long response times in highly
ilute samples is, it was tried to produce very thin layers in the
wo different assemblies [26]. The MB sensors consist of two lay-
rs, a sensing layer and a protective layer, which are both around
-�m thick. The protective layer made from silicon is highly gas-
ermeable but impermeable for ions preventing the interference
f protons and ions (Fig. 1a).

MPs were also prepared by two layers because the first polymer
ayer containing the nanospheres is very thin (<1 �m) and has to
e covered with a protective, second layer of silicone to prevent the
anospheres from poking out of the silicone layer’s surface. The
ver all thickness of the sensor is less than 2 �m.
Traces of methane sulfonic acid were added to the sensor cock-
ail, because the fluorescent indicators, especially E, are easy to be
eprotonated by any basic compound in the sensor cocktail. After
onditioning the membranes with ammonia and plain buffer, the
ensors were reversible to a certain acid–base equilibrium. This

w
D
e
t
o

ig. 2. (a) Absorption spectra of MB7 exposed to plain sodium phosphate buffer and 100
B1 exposed to different concentrations of ammonia. (c) Absorption spectra of MB8 expos

�ex = 490 nm) spectra of MB6 exposed to different concentrations of ammonia.
b) Sensor assembly of a MP. Not to scale.

quilibrium is the baseline for the performed measurements. The
oncentration of methane sulfonic acid is very low (0.6 �mol/kg
olymer in MBs; 1.2 �mol/kg polymer in MPs) and no further influ-
nce of the acid on the measurement could be observed.

.4. Spectral characteristics

The detection of ammonia is carried out by the measurement of
he change of fluorescence intensities. As shown in Fig. 2 the pro-
onated and the deprotonated form of all of the dyes have maxima,
hich differ approx. 60 nm. The difference of the absorption max-

ma and the more effective absorbance of the deprotonated species
esult in a high fluorescence intensity change by excitation at an
ppropriate wavelength. The maxima of the emission spectra do
ot shift when being deprotonated. Both, absorption and emission
axima of E are shifted 15 nm to higher wavelengths compared to
CF. Because of the Stokes shift of approx. 10 nm the fluorophores

ere excited at lower wavelengths than their absorption maxima.
CF is exited at 490 nm and fluorescence is detected at 540 nm. E is
xited at 510 nm to detect at 560 nm in all measurements, because
he polymers used do not significantly influence the maxima
f E.

0 �g/l of NH3. (b) Excitation (�em = 580 nm) and emission (�ex = 505 nm) spectra of
ed to plain buffer and 5000 �g/l of NH3. (d) Excitation (�em = 570 nm) and emission
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ig. 3. (a) Response curve of MB2 when exposed to different concentrations of d
mbedded into different cellulose ester polymers (MB1: –�–, MB2: –�–, MB3: –�–

.5. Response of the membranes to ammonia

The fact that the water uptake of the cellulose esters varies
ith the type of the ester influences the detection limits and the

esponse times for ammonia of a membrane significantly, even
hough the same dye is embedded. The response of MBs can
e divided into two phases: first a fast signal raise occurs. This
esponse behaviour does not involve the micro-environment of the
ye. It happens in the less hydrophobic parts of the cellulose esters,
hich also contain liquid water and is only limited by the diffu-

ion of the analyte through the silicone and cellulose ester to the
ye. After this fast signal raise the highly flexible polymer rear-
anges when being exposed to the analyte leading to a much lower
lope of the response curve. The sensing reaction now only occurs
n the more hydrophobic parts of the polymer, where the water is
ound to the cellulose esters and the water content is less. A typi-
al response curve of MB2 containing Eosin ethylester is shown in
ig. 3a.

Sensing membranes MB1–MB5 containing Eosin ethylester E as
ndicator are suitable to measure extremely low ammonia concen-
rations (see Fig. 3b). MB1 and MB2 show detection limits below
�g/l and 50% signal changes of 13 and 32 �g/l, respectively. The
0% signal change is defined by setting the baseline to 0% and the
ighest ammonia concentration measured to 100%. At the high-
st concentration of ammonia measured the dye is assumed to
e fully deprotonated. MBs containing cellulose butyrate esters
MB3, MB4 and MB5) have a dynamic range at significantly higher

mmonia concentrations, because they are more hydrophobic and
bsorb less water. MB4 contains most butyrate esters. It shows the
ighest 50% signal change of 183 �g/l of the Eosin containing MBs

nvestigated. Less butyrate esters, as there are in MB3 and MB5,

n
o
n
m

ig. 4. (a) Response curve of MB6 when exposed to different concentrations of dissolve
ifferent pH indicators embedded into cellulose acetate (MB1: –�–, MB6: –�–).
d ammonia. (b) Comparison of the calibration curves of MB1–MB5 containing E
: –�–, MB5: –�–).

nhance the response to ammonia concerning the LOD. The 50%
ignal change is lowered from 183 to 158 �g/l. The response times
re also affected significantly by the type of ester: for MB1 and MB2,
he response times and the reversible response of 30–60 min when
hanging from 25 to 50 �g/l are, regarding the low concentrations,
n a feasible range. The response times for MB4 are more than 2 h.
n the case of MB5 and MB3 the response time is reduced signifi-
antly to 60 and 22 min, respectively, for a response to 50 �g/l of
mmonia. This illustrates the big influence of the type of cellulose
sters on the performance of the sensing materials. The esters are
ell mixable with each other. The resulting MBs are clear and no

exture on their surface was observed. This enables a fine tuning
f the dynamic range with the appropriate components (Table 2,
ig. 3).

The application of two different fluorescent pH-indicators
ielded in membranes showing different dynamic ranges and LODs.
he target concentration for an application in aquatic ecosystem
anges from 5 to 500 �g/l of ammonia. Therefore a signal change of
0% between 30 and 150 �g/l of ammonia is aspired. MB1 is highly
ensitive for ammonia. With its dynamic range from 1 to 100 �g/l it
s even too sensitive for the target application. Another fluorescent
ndicator, DCF with a pKa of 4.8, was investigated and blended into
Ac to see if the higher pKa would result in MBs fitting better to
imed concentrations range.

Even though MB6 responds to ammonia very fast (response
imes t95 of 10–20 min) their LODs of around 50 �g/l are too high
s well as the 50% signal change of around 2000 �g/l of ammo-

ia (Fig. 4). As they are embedded into CAc, which is the polymer
f the highest affinity and therefore best solubility for ammonia,
o improvement of the response is expected by using other poly-
ers.

d ammonia. (b) Comparison of the calibration curves of MB1 and MB6 containing
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Trinkel et al. [10] reported that their ammonia sensor was not
fully reversible after exposure to amines and that the response to
ammonia was altered. This is in contrast to the behaviour of the
sensing membranes of our approach. The fact that the sensor per-
formance is not altered after exposure to TMA makes the sensor
ig. 5. (a) Response curve of MP2 when exposed to different concentrations of disso
osin ethylester (E) embedded into cellulose ester nanospheres (MP1: –�–, MP2: –

.6. Characteristics of the cellulose ester nanospheres

Another approach for an alternation of the response character-
stics was investigated by embedding the dye into nanospheres.
enerally small sensors have a higher sensitivity for smaller sam-
le volumes, smaller absolute detection limits, high surface over
olume ratio and faster response times [27].

The nanospheres were produced in good yields (∼80%) by pre-
ipitation of a dilute acetone–polymer–dye solution in water while
eing ultrasonificated. Cellulose esters are soluble in acetone and

nsoluble in water. By changing from one solvent to the other the
olymer precipitates forming nanospheres. The nanospheres have
size of around 150 nm and PDIs of 0.091–0.153. Even though PDIs
elow 0.1 denote a sample to be monodisperse, the size distribution
f the obtained particles is sufficient for our application. The fact
hat the Eosin ethylester is not soluble in water and in n-hexane

ade it possible to produce dyed nanospheres by precipitation
nd subsequently incorporate them into very thin silicone layers
∼1 �m).

Sensing layers containing nanospheres are more sensitive to
mmonia than their corresponding MBs (Fig. 5). The most striking
esult was obtained with membrane MP3. The 50% signal change
nd the response time was more than halved, compared to bulk
embrane MB4 (Table 2). This behaviour can be explained by

he shorter diffusion pathways of ammonia through the cellulose
sters. As the surface to volume ratio is higher in the sensing layers
ontaining nanospheres, more dye molecules are quicker accessible
han in the membranes. MPs show slightly higher light scattering
ompared to MBs. This leads to a smaller signal to noise ratio, even
hough the fluorescence intensity of MPs is in the same range as
he fluorescence intensity of MBs.

.7. Reversibility and interferences

.7.1. Effect of pH
Protons are the most important interference according to the

ensing scheme. All measurements were performed in 100 mM
odium phosphate buffer system of a pH of 7. No interference of
rotons was observed on going from pH 5 to 8 (see Fig. 6). pH 9

eads to a signal change of 1.5%. In conclusion, the silicone layer
dequately hinders protons to pass through to the pH indicator for
pplications in sea and fresh water.

.7.2. Reversibility

After screening different materials, MB2 proofed to have the

est properties regarding a possible application as warning device
or toxic ammonia concentrations in lakes, fish farms, aquariums
nd in the sea. It has a dynamic range between 5 and 1000 �g/l of
mmonia and very short response times of approx. 30 min, even
mmonia. (b) Comparison of the calibration curves of MP1, MP2 and MP3 containing
P3: –�–).

t concentrations of less than 100 �g/l. In addition the response is
eversible and highly reproducible as shown in Fig. 7a.

.7.3. Response to trimethylamine
TMA is the most common amine in aquatic habitat. It has a

Ka value of 9.76, which is very close to that of ammonia. The
cid–base or the ammonium salt–amine equilibrium is shifted by
early the same magnitude as the ammonium salt–ammonia equi-

ibrium, hence the concentrations of the gaseous compounds are
omparable at the same total concentration (ammonium salt plus
mine, ammonium salt plus ammonia, respectively) and the same
H. Other potential interferents such as primary and secondary
mines will show a response at higher concentration as the target
oncentration due to their higher pKa values.

However, the response of the membrane to TMA is in the same
rder of magnitude as the response to ammonia. It is fast once the
ensor is conditioned to TMA and it is reversible. The sensing reac-
ion occurs first in the more hydrophilic parts of the polymer, what
eads to a steep response curve. The fact, that the first response is
ven steeper for trimethylamine than for ammonia shows that TMA
iffuses more easily to the hydrophilic parts of the membrane. The
dd response curve for the concentration of 25 �g/l is explained
y slower rearrangement of the hydrophobic parts of the poly-
er containing less water when exposed to the bulky amine. The

esponse from 25 to 100 �g/l does not show this behaviour, because
he membrane was already conditioned to TMA. The response time
or 100 �g/l of TMA (130 min) is about four times longer than t95
or 100 �g/l of ammonia (30 min; Fig. 7b).
Fig. 6. Effect of pH 5 to pH 9 on MB2.
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Fig. 7. (a) Reversibility of MB2. (b) R

uitable for the target applications in spite of this interference. It
uickly indicates a critical ammonia and amine concentration, what
akes it possible to act fast enough to avoid the aquatic life to be

ffected.

. Conclusion

New materials for fast detection of ammonia in traces were pre-
ared. Cellulose acetate propionate combined with Eosin ethylester
howed ideal response characteristics for an application as warn-
ng device for too high ammonia concentrations in lakes, fish farms,
quariums and the sea. The LOD is less than 1 �g/l, it has a dynamic
ange between 5 and 1000 �g/l and its response times t95 are
round half-an-hour for concentrations of less than 100 �g/l. Due
o the silicone layer which covers the ammonia sensitive layer
he sensing membranes show extraordinarily low cross-sensitivity
owards pH changes. These properties, the simplicity of the system
nd the easiness to incorporate the sensing material into a minia-
urized optical measurement setup make the material promising
or further use: online monitoring of ammonia at these low con-
entrations was not possible before. In order to improve the signal
tability of the sensor further work will be done to develop a
uitable referencing system, either by dual wavelength or by dual
ifetime referencing [28].
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a b s t r a c t

A recently developed atmospheric pressure ionization source, a distributed plasma ionization source
(DPIS), was characterized and compared to commonly used atmospheric pressure ionization sources with
both mass spectrometry (MS) and ion mobility spectrometry (IMS). The source consisted of two electrodes
of different sizes separated by a thin dielectric. Application of a high RF voltage across the electrodes
generated plasma in air yielding both positive and negative ions. These reactant ions subsequently ionized
the analyte vapors. The reactant ions generated were similar to those created in a conventional point-to-
plane corona discharge ion source. The positive reactant ions generated by the source were mass identified

+ +

tmospheric pressure ionization

on mobility spectrometry
ass spectrometry

orona discharge
xplosives
rugs

as being solvated protons of general formula (H2O)nH with (H2O)2H as the most abundant reactant ion.
The negative reactant ions produced were mass identified primarily as CO3

−, NO3
−, NO2

−, O3
− and O2

−

of various relative intensities. The predominant ion and relative ion ratios varied depending upon source
construction and supporting gas flow rates. A few compounds including drugs, explosives and amines
were selected to evaluate the new ionization source. The source was operated continuously for 3 months
and although surface deterioration was observed visually, the source continued to produce ions at a rate
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similar that of the initial c

. Introduction

Ion mobility spectrometers are widely deployed as field instru-
ents for detection of explosives, chemical weapons and illicit

rugs along with other trace analysis applications. Most of the cur-
ently available commercial instruments use radioactive isotopes,
uch as 63Ni, 3H, and 273Am as ionization sources. Although these
onization sources provide a stable and reliable production of ions,
heir use results in a variety of safety, environmental and regu-
atory concerns due to their radioactive nature. Therefore, there
ave been several investigations into the development of non-
adioactive sources for atmospheric pressure chemical ionization

APCI) to be used with ion mobility spectrometry (IMS) and mass
pectrometry (MS), including electrospray [1], photoionization [2]
nd corona discharge [3]. Electrospray ionization requires the use of
olvents, pumps, an additional power supply and a heating element

∗ Corresponding author at: Pacific Northwest National Laboratory, Chemical and
iological Sciences, 902 Battelle Boulevard, P.O. Box 999, Richland, WA 99354, USA.
el.: +1 509 376 3156.
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or desolvation of ions produced and is predominantly used for liq-
id and non-volatile samples [1]. Photoionization requires the use
f an extra power supply and a discharge lamp and provides selec-
ive ionization. For example alcohols can be ionized with a 10.6 eV
ischarge lamp [2]. Corona discharge sources require an additional
ower supply. Of these sources; corona discharge appears to pro-
ide the most similar ionization properties to that of 63Ni sources
3].

A primary disadvantage of the corona discharge source for use
ith IMS is the degradation in performance and eventual fail-
re due to erosion at the discharge point [4,5] (typically the tip
f a needle or fine wire). Despite these shortcomings, the desire
or a non-radioactive source for IMS has led to the development
f corona discharge ionization sources for IMS. For instance, a
ommercial hand-held IMS with a corona discharge ionization
ource is currently available from Smiths Detection (Watford, UK)
6]. Positive ionization, with a corona discharge in air at atmo-

pheric pressure, produces ions similar to those produced with a
3Ni source, mainly H+·(H2O)n, with subsequent ionization of ana-
ytes involving proton transfer and adduct formation [7]. Negative
ons, on the other hand, differ remarkably between corona and
3Ni ionization. The reactant ions produced in a 63Ni source are
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redominantly O2
− and adducts including O2

−·H2O and O2
−·CO2

s observed in a mass spectrometer. Negative ions observed in a
orona discharge were O2

−, O3
−, NO2

−, NO3
− and CO3

− along with
arious adducts of these ions with water and CO2 [8]. The rela-
ive intensities of these ions varied dramatically and appeared to
epend upon the configuration of the source used along with the
onstituents and flow rates of the supporting gas. The predominant
on observed in an APCI mass spectrometer using a point-to-plane
ischarge source appears at a m/z of 60 and has been confirmed
o be CO3

− through the use of isotopically labeled oxygen, 18O [9].
n an effort to achieve reactant ions in a corona discharge similar
o 63Ni, a pulsed corona [3] and a reversed flow continuous corona
ischarge [8] were explored. Both studies showed a transition to
2

− reactant ion chemistry postulated due to a reduction in the
zone and NOx concentrations produced in the discharge region.
he identity of the negatively charged reactant ions is critical to
he subsequent ionization of analyte vapors. Negative product ions
an be formed by interaction of the analyte with the reactant ion
ia proton abstraction, electron transfer or adduct formation. The
ature of the reactant ion and the analyte will determine whether

onization occurs.
This current work describes the development of a different type

f corona discharge ionization source that involves placing an RF
oltage across two electrodes in contact with and on opposite sides
f a dielectric. This source is referred to as a distributed plasma ion-
zation source (DPIS) and preliminary results have been presented
reviously [12,13]. A recent publication describes another ioniza-
ion source that also uses an alternating voltage placed across a
ielectric material, referred to as a dielectric barrier discharge ion-

zation source (DBDI), that was developed for surface ionization
f explosives [10]. Differences in this configuration are that a solid
ample was placed on the dielectric surface attached to a flat copper
lectrode, and the other electrode, a hollow tube with a gas stream
irected at the sample surface, was placed a few millimeters away.

In this paper, we discuss the development of the DPIS that
nvolves placing a high-voltage, alternating current across a dielec-
ric to produce plasma. Reactant ions formed in the plasma then
onizes sample vapors that are introduced into the ionization
egion. The potential advantages of this source over a conventional
oint-to-plane corona discharge are in the longevity of operation
nd inherent physical stability obtained by fixing both electrodes
o a solid surface. This study involves investigations into various
onfigurations of the source, an analysis of the positive and nega-
ive reactant ions produced and subsequent ionization of selected
ompounds characterized by IMS and MS.

. Experimental

.1. Source design

The distributed plasma ion source [11,12] can be of any shape
nd it simply requires two electrodes of dissimilar size separated
y a dielectric. The DPIS used in this study was constructed with
19 mm × 19 mm microscope slide cover that was 0.018 mm thick

Perfect Parts Company, Baltimore, MD). One side of the slide cover
as completely coated with titanium (referred to as the large elec-

rode), while the other side had a 4 mm disk of titanium in the
enter (referred to as the small electrode). The titanium was sput-
ered onto the glass cover to an approximate thickness of 1.2 �m

Fig. 1A). Wires were attached to each electrode and connected to
lab built power supply that provided an approximately 6 kV peak

o peak RF voltage at a frequency of 100 kHz and was battery pow-
red allowing the source and electronics to float to the desired DC
oltage. Application of this RF voltage across the two electrodes sep-

s
i
a
s
m

icroscope slide cover with 1.2 �m thick titanium coating completely covering the
ottom side (large electrode) and 4 mm disc on top (small electrode). (A) Is the DPIS
hown in an open configuration wires were connected to each electrode and (B) is
he enclosed DPIS contained in a Teflon cylinder.

rated by the dielectric caused the production of a plasma that was
vident by a blue glow around the outer edge of the small electrode.

The source was operated in two different physical configurations
dentified as open and enclosed. The open source configuration
onsisted of only the glass slide cover with wires connected to the
lectrodes using silver conductive paint (M.G. Chemicals in Toronto,
nt., Canada) and is shown in Fig. 1A. The glass slide was posi-

ioned parallel to the interface plate of the mass spectrometer with
he small electrode approximately 1 cm in front of and facing the
nstrument’s orifice. For the enclosed source configuration, shown
n Fig. 1B, the glass slide cover was placed between a copper washer
nd a Teflon cylinder 32 mm o.d., 13 mm i.d. and 10 mm thick. The
arge electrode on the slide cover was placed on the copper washer
o the small electrode was in the center of the Teflon cylinder. One
ire was attached to the bottom of the copper washer via a metal
ut and a second wire was fastened to the small electrode with sil-
er conductive paint. The cylinder, source and copper washer were
eld together by four nylon screws. A 5 mm hole was placed into
he side of the cylinder and an 8 mm wedge (shown on the bottom
f the cylinder in Fig. 1) was cut out opposite the hole. The enclosed
ource was oriented so that the slide cover was perpendicular to the

nterface plate and the opening of the wedge was 1 cm away from
nd facing the orifice. Air flow passed through the hole, across the
mall electrode and through the wedge towards the orifice of the
ass spectrometer.
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.2. IMS-QMS

The instrument used in the positive ion study was an ion mobil-
ty spectrometer interfaced to a quadrupole mass spectrometer
IMS-QMS) constructed at Washington State University (WSU, Pull-

an, WA). The basic design of the instrument can be obtained
lsewhere [14,15]. IMS operating conditions were as follows: IMS
rift tube length: 24.7 cm; drift tube temperature: 200 ◦C; atmo-
pheric pressure: 690 Torr; drift gas: N2; drift gas flow rate:
1000 ml/min; voltage on the target screen 10.48 kV; voltage on

he ion gate 8.97 kV; distance between the target screen and the
PIS ∼2 cm. The DPIS was floated to a voltage of 14.0 kV.

The IMS was interfaced to a model 150-QC ABB Extrel (Pitts-
urgh, PA) quadrupole MS (m/z range of 0–4000 amu) via a 40-�m
inhole interface. The output signal from the MS detector (electron
ultiplier) was further amplified by a Keithley model 427 ampli-

er (Keithley Instruments, Cleveland, OH) and then sent to either
he MS data acquisition system or IMS acquisition system. Merlin
oftware (ABB Extrel, Pittsburgh, PA) was utilized for all mass spec-
ral analysis and mass spectrometer control. For the IMS gating and
ata acquisition, the electronic controls were built at Washington
tate University. The data acquisition and IMS gate-control software
mployed was Labview-based (National Instruments, Austin, TX, PC
ard# PCI-M01-16XE-10, Windows 2000) and modified at Wash-

ngton State University. Ion mobility spectra were obtained in two
ays: full scan or single ion monitoring (SIM). In the full scan mode
f operation an IMS spectrum of all ions generated is obtained with
he MS serving as an ion transfer region between the IMS and the
etector. In the SIM mode of operation, an IMS spectrum of prese-

ected ions is obtained with the MS used as an ion filter for ions of
pecific m/z between the IMS and the detector.

.3. APCI/MS/MS

The mass spectrometer used to investigate the DPIS in the
egative ion mode was a PE Sciex API III triple quadrupole
ass spectrometer (Thornhill, Ont., Canada) with a point-to-plane

orona discharge ionization source. The corona discharge needle
as removed from the factory supplied heated nebulizer APCI

ource. The DPIS was interfaced to the mass spectrometer by press-
ng the 5 mm hole in the Teflon housing of the DPIS around the glass
ube protruding from the heated nebulizer. Sample flow from the
eated nebulizer passed across the surface of the DPIS towards the

nlet of the mass spectrometer. The DPIS was floated to −400 VDC
elow the interface voltage so that anions would move from the
ource towards the mass spectrometer. Typical interface voltages
ere between −300 and −600 VDC.

.4. IMS

The ion mobility spectrometer used in the negative ion study
as a Phemto-Chem MMS 160 IMS (PCP Inc., West Palm Beach, FL).
perating conditions were as follows: IMS reaction region: 5 cm;
rift tube length: 10 cm; drift tube temperature: 25.6 ◦C; atmo-
pheric pressure: 646 Torr; drift gas: purified air; drift gas flow rate:
50 ml/min; electric field: 200 V/cm; DPIS floating at 3000 VDC; the
PIS was placed about 2 cm in front of the reaction region.

.5. Chemicals
UHP Nitrogen (99.999% pure) obtained from Matheson Tri-gas,
lbuquerque, NM was used as the plenum gas in the Sciex MS. Puri-
ed air obtained from a Zero Air Generator (Puregas, Broomfield,
O) was used as the nebulizer gas for the APCI/MS/MS and for the
rift gas in the PCP IMS. In the positive ion investigations, pre-

t
d
i
c
o

ig. 2. A side view of the electric field gradient simulation of the DPIS with the
arge electrode on the left side and the small electrode on the right. Lines show the
quipotential voltage contours produced by the source.

eated counter flowing drift gas (N2; 99.99% pure) at a flow rate
f ∼900 mL/min was introduced at the end of the IMS drift region
fter passing through a moisture trap (Aldrich Chemical Co. Inc.,
ilwaukee, WI, 53201, U.S.A.).
RDX, PETN and NG standards were obtained from Cerilliant

Round Rock, TX) at 1000 �g/mL in acetonitrile and working solu-
ions were diluted in methanol to 1:10 for concentrations of
00 ng/�L. 50 �L (5 �g) of the dilution was added to the heated
ebulizer (cold). After the solvent was allowed to evaporate with
he temperature off, heat was applied to the nebulizer (to 150 ◦C) to
esorb the explosive. Auxiliary and nebulizer flows were at 500 and
00 mL/min, respectively. Significant quantities of RDX remained
nd were persistent in the spectra for approximately 10–20 min.
ach spectrum was the result of approximately 25 scans (averaged).
affeine, 2,4-lutidine and methamphetamine were obtained from
ldrich Chemical Co. Inc. (Milwaukee, WI, 53201, U.S.A.) and were
lassified as ACS reagent grade with ≥99% purity.

. Results and discussion

.1. Electric potential modeling

A particle trajectory modeling program, LORENTZ [16], was used
o model cross-section of the source configuration. The equipo-
ential voltage lines define field gradient contours within the DPIS
nd are shown in Fig. 2. Simulation shows that the contours clus-
er at the interface between the small electrode (right side) and
he dielectric, indicating the largest electric field gradient at the
dge of the small electrode. This was experimentally observed by a
lue glow of the discharge occurring around the edge of the small
lectrode.

.2. Physical stability with extended use

Testing was performed to see how prolonged use of the DPIS
ffected the physical aspects and ion production characteristics of

he source. The source was operated continuously for 3 months
rawing a current of 40–80 mA using an input voltage of approx-

mately 12 V to power the RF generator. This relates to a power
onsumption of less than 1 W. Periodically, the source was turned
ff and photographed under a microscope (Leica, DME, Leica
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from the target screen of the IMS whereas the corona discharge
needle was ∼0.5 cm away from the target screen. The difference in
intensities between the sources could be due to the difference in
ion transfer efficiency from the source to the spectrometer because
ig. 3. Magnified images over 33 days of the continuous operation of the DPIS. Pho
fter 33 days.

icrosystems Inc., Buffalo, NY) with an overall magnification of
0×. Fig. 3 shows the magnified small electrode at 4 intervals
ncompassing about 1 month of continuous operation: (A) prior to
peration, (B) after 6 days, (C) after 16 days, and (D) after 33 days.
he small circular electrode, as seen in Fig. 1, mostly fills the square
ith an attached wire partially visible from the bottom left with a

ead of silver paint as seen at the center. After 6 days of continuous
peration, surface deterioration became apparent as seen by the
ing surrounding the outer edge of the small electrode where the
ischarge occurs. Fig. 3C is a photograph of the source after 16 days
f continuous operation; note that the corrosion had increased as
vident by the broader ring. After 33 days significant corrosion over
he entire surface of the source was observed; however, the source
as still producing ions. The source was operated for an additional
months and a blue glow was still visible when the experiment
as halted. In all our experience with operating various configura-

ions of the DPIS, whenever a blue glow was observed, subsequent
ons were detectable by the mass spectrometer.

.3. Positive ions in DPIS

Ions generated by the open DPIS were introduced into the IMS-
MS and IMS spectra were acquired by operating the quadrupole
ass spectrometer in either single ion mode (SIM) or full scan
here the quadrupoles were operated in RF only and passed all

ons through to the detector. Each IMS spectrum illustrated was
n average of 200 IMS spectra. Background ions produced by the

onization of air were mass identified as (H2O)nH+ with m/z 37 ion
n = 2) as the most abundant ion. Ion mobility spectra of background
ons produced by corona discharge (A) and open DPIS (B) are shown
n Fig. 4. Intensity of ions observed by the open DPIS was approx-
mately two-thirds of that observed with corona discharge under

F
d

h of the small electrode (A) prior to use, (B) after 6 days, (C) after 16 days and (D)

dentical experimental conditions with the exception of the phys-
cal location of the sources. The DPIS was positioned ∼2 cm away
ig. 4. Ion mobility spectra of positive background ions produced by (A) corona
ischarge and (B) open DPIS from ionization of ambient air.
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ig. 5. Ion mobility spectra of 2,4-lutidine produced by (A) corona discharge
nd (B) open DPIS. IMS peaks of the protonated water reactant ions and proto-
ated monomer ions of the 2,4-lutidine are shown at mobility values of 2.70 and
.95 cm2 V−1 s−1, respectively.

f the relative source-spectrometer distances and/or electric field.
he drift time of the positive reactant ions was 13.23 ms with K0
alue of 2.70 cm2 V−1 s−1.
Ionization of 2,4-lutidine, caffeine and methamphetamine was
chieved by positioning a plastic strip (3 mm wide, 1 mm thick-
ess), on the tip of which each of the analytes were deposited, in
he space between the IMS target screen and the ionization source.

ig. 6. Single ion monitored (SIM) ion mobility spectra of methamphetamine (m/z
50), caffeine (m/z 195), and 2,4-lutidine (m/z 108) using the open DPIS.
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ig. 7. Mass spectra of negative ions generated in purified air with 63Ni, point-to-
lane corona, open DPIS, and enclosed DPIS.

ig. 5 illustrates the ion mobility spectra of 2,4-lutidine acquired in
ull scan mode of operation of the IMS-QMS with corona discharge
A) and open DPIS (B). IMS response peaks for reactant ions and
rotonated 2,4-lutidine monomer (m/z 108) were observed.

Fig. 6 shows the ion mobility spectra of caffeine (mol wt:
94), methamphetamine (mol wt: 149) and lutidine (mol wt: 107)
cquired in SIM mode of operation with the IMS-QMS and the
pen DPIS as the ion source. Dominant ions observed in the IMS
or caffeine, methamphetamine and lutidine were the protonated

olecular ions of each at m/z values of 195, 150, and 108, respec-
ively. Except for an increase in intensities of the peaks, the analytes
onized by corona discharge were similar to those generated by the
pen DPIS. The reduced mobility values (K0) of the analytes were
alibrated against the K0 value of 2,4-lutidine as 1.95 cm2 V−1 s−1

nd were measured to be: caffeine 1.54 cm2 V−1 s−1 and metham-
hetamine 1.63 cm2 V−1 s−1.

.4. Negative ions in DPIS

Negative ions generated in clean air were investigated with the
PI III mass spectrometer. The negative reactant ions were created
sing a variety of ionization sources including a 63Ni foil, the fac-
ory installed point-to-plane corona discharge, the open DPIS and
he enclosed DPIS. The DPIS and 63Ni ionization sources were all
oating at about −400 V below the interface potential. Representa-
ive spectra from each source are shown in Fig. 7. The atmospheric
ressure ionization of air by 63Ni produced O2

− and O2
−·CO2. The

onventional corona discharge ionization source produced pre-
ominantly CO3

− in air. The DPIS in an open configuration produced
O3

− ions similar to those from the corona discharge source. The

nclosed DPIS source produced mainly NO3

− ions.
Increasing flow rates to the corona discharge source of an IMS

ave been shown previously to shift the reactant ion chemistries
o favor the production of O2

− [8,17]. Ross and Bell [8], using a
eversed high flow (100–500 mL/min) in a continuous corona dis-
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harge in air at atmospheric pressure, showed that concentrations
f O3

−, CO3
−, and NO3

− decreased, and the ions observed were
2

− and O2
−·CO2, similar to the reactant ions from a 63Ni source

t atmospheric pressure. When the reverse flow rate was reduced
o ≤50 mL/min or changed to the forward direction at high flows
250–500 mL/min) CO3

− was the predominant ion observed. Other
ons produced under these conditions included O3

− and NO3
−. At

ower forward flow rates (50–200 mL/min) NO3
− became the pre-

ominant ion. The shift from O2
− to CO3

− to NO3
− occurs due to

he build up of neutrals in the discharge region, including O3 and
Ox, along with other air contaminants such as CO2. The formation
f CO3

− may result from a reaction of CO2 with O3
−. Subsequent

eactions involving NOx yield the NO3
− ion. With the DPIS in an

pen configuration, ozone is produced and the CO3
− is the pre-

ominant ion. The enclosed DPIS allows NOx to concentrate in the
ource thus generating NO3

− as the major reactant ion.
Ion mobility spectra of air obtained using a 63Ni source and an

nclosed DPIS are shown in Fig. 8. The reactant ion appearing from
he 63Ni source at ambient temperature with a reduced mobility
alue of 2.17 cm2 V−1 s−1 was inferred to be O2

− [18]. The reactant
on for the DPIS appeared to the right of the peak generated from
he 63Ni source under similar conditions. It had a reduced mobility
alue of 1.98 cm2 V−1 s−1 and was believed to be NO3

− as observed
ith the Sciex mass spectrometer. Other investigations have shown

he nitrate peak appearing to the right of the O2
− reactant ion

19,20]. In an IMS with an O2
− mobility value of 2.57 cm2 V−1 s−1,

O3
− was found at 2.46 cm2 V−1 s−1 [19]. Although the mobility

alues reported do not match those given here, the previous values
ere measured between 110 and 150 ◦C, and shifts toward higher
obility could be due to desolvation of the reactant ions. The peak

ntensity in the spectra from the DPIS is 5–6 times lower than that
ith 63Ni as ion source. This was due to a loss in ion transmission

hrough the DPIS interface to the IMS and not to lower ion cur-

ents being generated. Another interesting note is the lack of other
eaks in the spectra. This is believed to result from the relatively
igh electron affinity and non-reactivity of NO3

−. The mass spec-
ra of the enclosed DPIS source showed a similar result with NO3

−

s the dominant peak and relatively few minor peaks compared to

ig. 8. IMS spectra of negative ions produced by the atmospheric pressure ionization
f clean air at ambient temperature with 63Ni and an enclosed DPIS.
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ig. 9. Mass spectra of RDX (mol wt = 222). Ionization of RDX with the (A) enclosed
PIS and (B) point-to-plane corona discharge.

he other ionization sources. Since negative ionization processes
ainly involve electron transfer, proton abstraction or adduct for-
ation between the reactant ion and the analyte, the identity of

he reactant ions will impact the ionization of analytes.
One of the major applications of IMS is in the detection of explo-

ives. Commercial ion mobility spectrometers utilize a 63Ni source
ith a chloride dopant for explosives detection. Under these con-
itions, RDX ionizes by forming an adduct ion (RDX·Cl)− with the
hloride ion [21]. In the absence of the chloride dopant, RDX ion-
zes by first producing NO2

− and at higher concentrations of RDX
he (RDX·NO2)− adduct is formed [22]. Mass spectrum obtained
rom the ionization of RDX in the presence of the CO3

− reactant
on is shown in Fig. 9B. The CO3

− ion was generated from a corona
ischarge source. Upon introduction of the RDX (mol wt = 222) to
he corona discharge source the NO2

− is formed along with the
ost intense peak at m/z of 268 which is the (RDX·NO2)− adduct.

mall peaks observed at 282, 283 and 284 are likely CO3
−, HCO3

−

nd NO3
− adducts of RDX, respectively. Fig. 9A is the mass spectra

f RDX with an enclosed DPIS source. Upon introduction of RDX,
he predominant peak observed at m/z of 284 was the (RDX·NO3)−

dduct. Low-intensity peaks for NO2
− and (RDX·NO2)− ions were

lso detected. Despite the “unreactive” nature of the NO3
− reactant

on that suppressed other ion signal in the background, it provided
ffective ionization for RDX. Other explosives, such as nitroglyc-
rine and PETN, showed similar ionization properties and were
bserved to form nitrate adducts as well. Although NO3

− may not be
he optimal reactant ion for all compounds, it does provide further
electivity to the ionization of some explosives.

. Conclusions

The DPIS is a viable, non-radioactive, ionization source for use

ith atmospheric pressure ionization mass spectrometry and ion
obility spectrometry. A potential advantage of this ionization

ource over a standard point-to-plane corona discharge may be
n the simplicity and ruggedness of the design. In point to plane



alanta

c
t
D
r
s
d
m
g
r
i
i
t

A

I
M
D
N
b
D
t
A

R

[

[
[

[

[
[
[

[

[

M.J. Waltman et al. / T

onfigurations, erosion of the point can cause instability and even-
ual termination of the corona discharge. Other advantages of the
PIS is that it can be configured to nearly any shape that may be

equired to interface it to a mass spectrometry or a ion mobility
pectrometry, and it requires less power to operate then a corona
ischarge. The DPIS performed well as an ionization source for both
ass spectrometry and ion mobility spectrometry. Positive ions

enerated appeared similar to those produced by 63Ni. The negative
eactant ions produced included CO3

− and NO3
− and their relative

ntensities depended upon source configuration. NO3
−, although

mpractical for many applications, appeared effective in the ioniza-
ion of some explosive compounds.
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a b s t r a c t

By coupling flow-injection with laser-induced fluorescence detection, a setup was developed and a novel
method combining fluorescence resonance energy transfer (FRET) and flow-injection analysis (FIA) was
proposed for the determination of vitamin B12 (VB12) based on its fluorescence quenching on the system
of acridine orange (AO)/rhodamine 6G (R6G). The effective energy transfer could occur between AO and
R6G in the dodecyl benzene sodium sulfonate (DBS) while 454 nm argon laser was used as the excitation
source, and as a result, the fluorescence emission of R6G has been increased significantly. It was found that
the fluorescence of the above system could be sharply diminished by VB12. By using the mixed solution
AO–R6G–DBS and the same solution containing VB12 as the carrier and sample, respectively, a series
Laser-induced fluorescence
Vitamin B12

Acridine orange
R

of negative peaks which could be applied for the quantification of VB12 were obtained. The detection
limit for VB12 was 1.65 × 10−6 mol/L. The linear range for determining VB12 was 4 × 10−4 to 2 × 10−6 mol/L
(correlation coefficient, r = 0.9923). The method was applied to measure VB12 injections with satisfactory
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hodamine 6G results.

. Introduction

Fluorescence resonance energy transfer (FRET) is the radi-
tionless energy transfer from an excited donor to a suitable
round-state acceptor molecule via through-space resonant dipole
oupling [1]. In order to realize FRET effectively, some basic condi-
ions must be satisfied simultaneously: (1) the emission spectrum
f donor should have sufficient overlap with absorption spectrum
f the acceptor; (2) the donor has certain quantum yield; (3) the
istance between the two fluorophores and their relative orienta-
ion must be proper [2]. Some studies [3,4] reported the influence
f surfactant to the organic fluorophores like rhodamines and AO
n the process of FRET to achieve a good FRET effect. FRET and flu-
rescence quenching have been widely used in biological research
nd sensing. As it is sensitive to the distance between the donor
nd the acceptor, typically in a range of 1–10 nm [5], it can be used

s a ‘spectroscopic ruler’ to calculate the nanoscale distance. FRET
s also a powerful tool to build sensor [6–8] and study biomacro-

olecules and their interactions like, protease [9], proteins [10–14]
nd nucleic acids [15–17].

∗ Corresponding author. Tel.: +86 27 68752136; fax: +86 27 68754067.
E-mail address: hwtang@whu.edu.cn (H. Tang).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.06.022
© 2008 Elsevier B.V. All rights reserved.

Vitamin B12 (VB12), which contains one atom of cobalt, plays
key role in human physiology. The most common method for

he quantification of VB12 was HPLC/UV–vis [18–21], other meth-
ds include: CE [22,23], MECC [24], HPLC–ICP-MS [25] and square
ave voltammetry [26]. Liu et al. [27] reported the determination
f VB12 based on FRET and fluorescence quenching. Song and Hou
28] reported chemiluminescence determination of VB12 by a flow-
njection method.

To our knowledge, few studies have been focused on the com-
ination of FRET and flow-injection. In this paper, we reported a
ovel method for the determination of VB12 by combining FRET and
ow-injection technique using a self-developed setup. The flow-

njection system pumped sample to a glass capillary positioned
n the microscope stage, and the laser beam was focused on the
olution in the capillary, and finally the fluorescence signal was
ollected by a microscope objective lens. Effective energy transfer
an occur between AO and R6G in the presence of dodecyl benzene
odium sulfonate (DBS), and the addition of VB12 quenches the flu-
rescence of the AO–R6G–DBS system. By using the mixed solution

O–R6G–DBS as carrier and the same solution containing VB12 as
he sample, a series of negative peaks which could be applied for the
uantification of VB12 were obtained. The proposed method adopts
utomated sample injection, and fluorimetric detection, based on
RET, thus it has the advantages of high sensitivity, good repro-
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injected consecutively.
(4) 1.0 mL 1 × 10−3 mol/L R6G, 0.76 mL 3.33 × 10−4 mol/L AO, 5.0 mL

1.6 × 10−2 mol/L DBS and a quantitative standard stock solution
of VB12 (or VB12 injection) were added in some 25 mL volu-
ig. 1. Schematic diagram of flow-injection laser-induced fluorescence detection s
1–L3, lenses.

ucibility and the potential to probe biomacromolecules and their
nteractions promptly.

. Experimental

.1. Apparatus

The schematic diagram of the setup is shown in Fig. 1. It con-
ains an IFIS-C set intellect flow-injection sampling system (Xi’an
EMEX Analyzes Instrument Co., Ltd.), a research-grade fluores-
ence microscope (Chongqing Optic-Electro Instrument Company),
rgon Laser (Melles Griot American), R928 PMT (Hamamatsu,

apan), a monochromator and some lenses.
The flow-injection instrument pumped the carrier and sam-

le into a glass capillary (500 �m in diameter) positioned on the
icroscope sample stage. The laser beam was expanded, reflected

nd focused on the center of the capillary. The fluorescence signal
rom the solution in the capillary was collected by an objective lens.
hrough a dichroic mirror and a long pass filter in the vertical route,
he signal was reflected out of the microscope and into horizontal
oute, and was tightly focused on the entrance slit by lenses L1–L3.
inally the fluorescence was detected with a PMT at the exit slit. A
egative high voltage of 900 V was supplied to the PMT.

In order to minimize the contribution of R6G fluorescence from
he direct excitation of R6G, the FRET measurements were per-
ormed with 454 nm laser exciting AO.

Spectrum scanning: monochromator scanning was controlled
ith a computer and the signal was collected with the PMT and

he data were acquired with a 16-bit AD/DA card. The sample
as injected consecutively while the fluorescence spectrum was

canned.
Flow-injection sampling: each time 70 �L sample was pumped

nto the carrier and pushed into the glass capillary, then the sample
nd the carrier were probed with the laser beam by turns at this
osition.

.2. Reagents

Rhodamine 6G (R6G), acridine orange (AO), dodecyl benzene
odium sulfonate, vitamin B12. All chemicals were at least of analyti-
al reagent grade, and doubly deionized water was used throughout

he experiment. The VB12 injection was obtained from market.

A stock solution of vitamin B12 (4 × 10−4 mol/L) was prepared by
issolving 0.0272 g crystalline vitamin B12 with carrier to 50 mL in a
rown calibrated flask. A series of standard solutions for calibration
ere prepared freshly from the stock solution before analysis.

F
s
a

. S, carrier; C, sample; SL, sampling loop; P, peristaltic pump; LP, long pass filter;

.3. Procedures

1) 1.0 mL 1 × 10−3 mol/L R6G, 0.76 mL 3.33 × 10−4 mol/L AO, 5.0 mL
1.6 × 10−2 mol/L DBS, and 1.0 mL 1 × 10−4 mol/L VB12 were
added in some 25 mL volumetric flasks. The mixed solutions
were diluted to the final volume with distilled water and shaken
thoroughly. The fluorescence spectrum of the solution was
recorded when the sample was injected consecutively, and
the solutions without VB12, without R6G-VB12 and without
AO–VB12 were recorded at the same time.

2) By diluting the mixture of 1.0 mL 1 × 10−3 mol/L R6G, 0.76 mL
3.33 × 10−4 mol/L AO, and a quantitative solution of DBS to
25 mL, a series of DBS solutions were prepared. And the carrier
was prepared by diluting the mixture of 40.0 mL 1 × 10−3 mol/L
R6G, 30.4 mL 3.33 × 10−4 mol/L AO to 1000 mL. The fluorescence
intensity of the solution were recorded when samples were
injected into the system and pushed through the glass capillary
by the carrier.

3) By diluting the mixture of a quantitative solution of R6G,
0.76 mL 3.33 × 10−4 mol/L AO, 5.0 mL 1.6 × 10−2 mol/L DBS to
25 mL, a series of samples were prepared. The fluorescence
intensity of the solution was recorded when the sample was
ig. 2. Fluorescence spectra using 454 nm argon laser (10 mW) as the excitation
ource. (a) AO; (b) R6G; (c) R6G–AO; (d) R6G–AO–VB12 (concentrations of AO, R6G
nd VB12 are 1 × 10−5, 4 × 10−5 and 4 × 10−6 mol/L, respectively for (a)–(d)).
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constant micelles in this solution, which could make all R6G cations
are fully capped by DBS micelles. The curve in Fig. 3 is in good agree-
ment with Yang’s report on a similar system [29] which uses sodium
lauryl sulfate (SDS) to enhance the fluorescence of Rhodamine 6G
ig. 3. Effect of DBS concentration on the energy transfer of the system R6G–AO
R6G, 4 × 10−7 mol/L; AO, 1 × 10−7 mol/L).

metric flasks. The mixed solutions were diluted to the final
volume with distilled water and shaken thoroughly. The carrier
was prepared by diluting the mixture of 40.0 mL 1 × 10−3 mol/L
R6G, 30.4 mL 3.33 × 10−4 mol/L AO, 200.0 mL 1.6 × 10−2 mol/L
DBS to 1000 mL. The fluorescence intensity of the solution were
recorded when samples were injected into the system and
pushed through the glass capillary by the carrier.

. Results and discussion

.1. Energy transfer among R6G, AO and VB12

The fluorescence emission spectra of R6G under different con-
itions with 454 nm argon laser probing the system were shown

n Fig. 2. The differences of the spectra indicate that the fluores-
ence intensity of R6G is enhanced in the presence of AO. Although
O only shows low emission, it obviously improves the emis-
ion of R6G. However, the fluorescence intensity of the system is
iminished when VB12 is added into the mixture of R6G–AO. The
mission peak of AO (526 nm) is very close to the absorption peak
f R6G (532 nm), and the 454 nm argon laser is fit for the maximum
bsorption of AO (450 nm) and R6G is only slightly excited at this
avelength, therefore the fluorescence energy of AO is absorbed
y R6G in the presence of DBS micelles. As a result the intensity
t the peak of 560 nm is significantly increased due to the energy
ransfer. In aqueous solution the maximum absorption peak of VB12
550 nm) matches the emission peak of R6G (560 nm) very well,
nd DBS micelles allow the dyes and VB12 to be close enough to
ransfer energy. Clearly, the transfer is the direct cause for the flu-
rescence quenching at 560 nm. Accordingly, the energy transfer
etween AO/R6G and R6G/VB12 could be used to detect VB12 in
queous solution.

.2. Effect of the DBS concentration

The surfactant keeps the dye molecules in one micelle close
nough and suffice for the distance of energy transfer in FRET.
he molecules of R6G and AO can be enwrapped in the anion sur-
actant micelles such as DBS for molecular electric charge. The

lectropositive dyes could stably live in the electronegative micelles
nterior. The surfactant concentration markedly affects the energy
ransfer of the system R6G-AO. As seen from Fig. 3, the fluores-
ence decreases at low DBS concentration (part A) is due to the
act that micelles is inexistent in low concentration DBS solution

F
0
A

(2008) 176–181

hus the fluorescence is weaken by the simple electrostatic coa-
escent between anion surfactant and cation dye. In this case, the
ecrease and blue shift of the emission peak are caused by the
imers formed between DBS anions and R6G cations, and the dim-
ers of R6G–DBS is a complex salt which owns lower quantum

ield than free R6G cation. With the increasing of the DBS con-
entration, the concentration of R6G–DBS dimer increases to the
aximal and the fluorescence emission is weakened to the low-

st when DBS concentration reaches 0.00074 mol/L. However, the
imer decomposes due to the electrostatic effort with the increase
f DBS concentration because high concentration of DBS anion can
uild micelles, as a result the R6G cations become monomers and
xist in a better micro-environment to emit stronger fluorescence
ith longer wavelength than in a dimer environment. Therefore,

he curve in Fig. 3 shows a dramatic increase (part B) and becomes
ositive (part C), and finally keeps constant (part D) when DBS
oncentration is higher enough (more than 0.002 mol/L) to keep
ig. 4. The single flow-injection units at different DBS concentrations. (a) DBS
.00074 mol/L; (b) DBS 0.00138 mol/L; (c) DBS 0.00194 mol/L (R6G, 4 × 10−7 mol/L;
O, 1 × 10−7 mol/L).
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ig. 5. The fluorescence spectra of AO–R6G–DBS system with increasing ratio of R6G
hen the ratio reaches 4:1.

n water solution. Therefore, 3.2 × 10−3 mol/L DBS was used in the
ollowing experiments.

By using the flow-injection method, the time-intensity curves
sually exhibit some useful information from the flowing system.
ig. 4 shows three typical single units of the flow-injection cycle of
his system. When DBS concentration is the lowest (Fig. 4a), DBS
imply weakens the fluorescence and only a single negative peak
ppears in the curve. While the DBS concentration is increasing, as
hown in Fig. 4b, the negative peak is split into two peaks. In other
ords, there is a positive peak born on the negative peak bottom.
ith the DBS concentration gradually increasing, the positive peak

ecomes dominant and the two negative peaks are still perceptible
Fig. 4c). Therefore, the curves b and c precisely reflect the difference
etween parts B and C/D in Fig. 3.

In the units of the flow-injection cycle of this system, the sam-
le and carrier were excited by laser alternatively, so a series of
eaks were obtained. Although they were shifted very quickly dur-

ng the injection process, sample diffuses to the carrier frontage
nd backside inevitably, which is termed by lengthways dif-
use. In this case, there would be a concentration gradient in
he flow. Because DBS plays an important role in the energy
ransfer process between the two dyes, the fluorescence inten-
ity can be more intense at higher concentration and decrease
t lower concentration. If the DBS concentration is more than
.00074 mol/L (located in part B, part C or part D of Fig. 3), then
he DBS concentration gradient caused by lengthways diffuse is
rom zero to the concentration of original injection, and there-
ore a positive peak and two negative peaks will be shown in

single unit (Fig. 4b and c) due to the effect of DBS concen-
ration on the energy transfer of the system R6G–AO shown in
ig. 3.
In Fig. 4a, the DBS concentration is in part A of Fig. 3, so only one
egative peak appears. In Fig. 4b, the DBS concentration reaches
art B, but does not arrive at part C, so the negative peak is split.

nterestingly, the strong positive peak exhibited in Fig. 4c is due to
higher DBS concentration (parts C and D in Fig. 3).

3

b
m
s

nging from 1:1 to 9:1.The arrows indicate the 526 nm peak of AO, which disappears

It seems that the sample diffuses more easily than delays in the
ow, hence its peak is sharper in the front of the concentration
radient than in the back. This explains why in Fig. 4b and c, the
egative peaks on the left are smaller and narrower than the right
nes.

.3. Effect of the concentration ratio of AO and R6G

By keeping the concentration of AO constant and increasing R6G
oncentration, the spectra of this system at different concentration
atios of R6G and AO ranging from 1:1 to 9:1 were investigated.
he fluorescence spectra are shown in Fig. 5 and the relative inten-
ity of the same scale is shown to evaluate the spectral changes.
he peaks at 526 nm in all the spectra, which are attributed to the
aximum emission of AO, decrease with the increase of the con-

entration of R6G. While the AO peak decreases completely, the
fficiency of energy transfer reaches the maximum and most of
he energy that AO receives from the laser is absorbed by R6G.

hen the excited AO molecules return to their ground state, the
nergy of one AO molecule could transfer to one molecule R6G
r directly emit as fluorescence, thereby the energy transfer effi-
iency is improved when more than one R6G molecules absorb the
nergy from one AO molecule. Therefore, the peak at 560 nm rises
hile R6G concentration increases, and simultaneously the peak

t 526 nm declines. When the ratio is higher than 4:1, the 526 nm
eak disappears, hence the emission of AO is negligible. For this rea-
on, the concentration ratio 4:1 is used as the optimum for energy
ransfer.

.4. Quantitative analysis of vitamin B12
.4.1. The calibration curve and detection limit
In this experiment, the capability of quantitative analysis of VB12

ased on the R6G/AO FRET system was investigated. The carrier
ainly contains R6G and AO, whereas the sample solution is the

ame as the carrier except that it contains VB12.
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Table 1
Results of determination of Vitamin B12 in pharmaceutical preparationsa

Sample Average
(×10−4 mol/L)b

R.S.D. (%) VB12 added
(×10−6 mol/L)

Recovery (%)

Injection 1 2.14 3.39 4.8 99.6
Injection 2 2.16 4.31 8.8 100.1
Injection 3 4.09 4.56 8.8 96.7
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ig. 6. The reproducibility of quantitative analysis of VB12. (a) Baseline exhibiting
right fluorescence background and (b) negative peaks due to the presence of VB12.

When the carrier was pumped into the glass capillary and
xcited with the laser, the fluorescence of R6G is detected by the
MT and the generated aclinic base line exhibits the bright fluo-
escence signal of R6G/AO FRET (Fig. 6a). Because of the energy
ransfer between R6G and VB12, the fluorescence intensity of R6G
eclines when the sample is injected into the glass capillary. As
hown in Fig. 6b, the concentration of VB12 is related to the height
f the negative peaks on the baseline of R6G/AO system showing
igh fluorescence background.

Based on the optimal condition of the energy transferring sys-
em, the absolute quenching of fluorescence due to the absorption
f a series of VB12 standard solutions was detected and the cal-
bration curve for the determination of VB12 was obtained. The
inear regression equation is Y = 1439770X + 33.6, and the corre-
ation coefficient r is 0.9923. In this equation, X and Y represent
B12 contents and the absolute fluorescence quenching due to the
resence of VB12. The linear range of VB12 concentration is from
× 10−4 to 2 × 10−6 mol/L. For the blank test, the carrier was used
s the sample and the detection limit for the proposed method is
.65 × 10−6 mol/L based on the 3ı criterion.

.4.2. Effect of foreign substances
When the interference of foreign substances was tested, the

6G–AO–DBS solution was used as the carrier and R6G–AO–DBS
olution containing VB12 was used as the sample.
The interference of foreign substances such as vitamins and
etal salts were tested by analyzing a standard solution of vitamin

12 (5.0 × 10−5 mol/L) into which increasing amounts of interfer-
ng analytes was added. The tolerable ratios of foreign species with
espect to 5.0 × 10−5 mol/L vitamin B12 for interference at 5.0% level [
a The average of five determinations.
b The sample of injections were diluted 50 times with R6G–AO–DBS mixed solu-

ion when analyzed.

ere more than 100 for Cl−, NO3
−, Br−, I−, SO4

2−, PO4
3−, NH4

+,
a+, and K+, and 10 for vitamin B1, vitamin B6 and vitamin C. Equal
mount of Mg2+, Ca2+, Mn2+, Cu2+, Zn2+, Ni2+, Fe2+, Fe3+ and other
ransition metal ions are not tolerable because the mixed solution
f R6G–AO–DBS is basic thus hydroxide precipitate may be formed.
owever, the concentration of these metal ions in biomedical sam-
les is very low and will not seriously affect the results when this
ethod is used.

.4.3. Analysis of actual sample
Three kinds of VB12 injections were detected with this system.

.0 mL of VB12 injection was diluted with R6G–AO–DBS carrier solu-
ion to 50 mL in a brown calibrated flask when use. The instruction
or the injections indicates that the VB12 concentration of all the
njections is approximately 3.68 × 10−4 mol/L (500 mg/L). The ana-
ytical results are shown in Table 1. The results demonstrate that the
roposed method can provide precise data when actual samples are
nalyzed.

. Conclusions

By using a self-developed setup of flow-injection laser-induced
uorescence detection, we successfully studied the fluorescence
esonance energy transfer between AO and R6G in DBS, and the
uenching behavior of VB12 on this system in detail. The data show
hat VB12 can be precisely determined based on this system. The

ethod was developed by combining automated sample injection
ith laser-induced fluorimetric detection, therefore it shows many

dvantages such as high sensitivity and excellent reproducibility.
he results also demonstrate that FRET is a powerful tool to study
iomacromolecules and their interactions, and has great poten-
ials for sensitive, precise and prompt quantitative analysis of some
mportant biomolecules when it is employed with flow-injection
nd laser-induced fluorimetric detection.
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a b s t r a c t

A transient isotachophoresis–capillary electrophoresis (tITP–CE) system for the determination of minor
inorganic anions in saliva is described. The complete separation and quantification of bromide, iodide,
nitrate, nitrite, and thiocyanate has been achieved with only centrifugation and dilution of the saliva
sample. In-line tITP preconcentration conditions, created by introduction of the plugs of 5 mM dithionic
acid (leading electrolyte) and 10 mM formic acid (terminating electrolyte) before and after the sample
zone, respectively, allowed the limits of direct UV absorption detection (at 200 nm) to be up to 50-fold
improved as compared with CE without tITP. As a result, nitrate and thiocyanate were still detectable at
4.6 and 3.8 �g l−1, respectively, in 1000 times diluted saliva. The daily variations of anionic concentrations
in saliva samples taken from a smoking health volunteer were discussed based on the results of tITP–CE
Transient isotachophoresis
Saliva

analysis. It was confirmed that the thiocyanate concentration in saliva noticeably increased after smok-
ing. This is apparently the first report on simultaneous quantification of more than four anionic salivary
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constituents using CE.

. Introduction

Biological sample analyses represent an application field where
he benefits of capillary electrophoresis (CE) as a tool for inorganic
on analysis increasingly render it the status of the method of choice
1,2]. This is due to the technique’s good assets in bioanalytical
pplications such as conducting multicomponent analyses in a sim-
le, high-speed and cost-efficient way and in a miniaturized format,
inor impact of the separation system on the original speciation of

nalytes, modest requirements on sample clean up, etc. In particu-
ar, one can witness a welcome situation when a large proportion of
norganic biofluid constituents are amenable to reliable CE analysis
2]. Of various biological fluids, blood serum and urine undoubt-
dly dominate the area. On the other hand, analyses of other types
f fluids, one of which, saliva, is a matter of concern in the present
ork, received comparatively limited consideration.

Saliva is the watery secret produced in the mouth of humans

hich carries a variety of important compounds, including a

roup of inorganic anions (chloride, phosphate, and bicarbonate
re the most abundant constituents). Early CE work on analyses
or inorganic anions revised by one of co-authors [1] encom-

∗ Corresponding author. Fax: +81 82 4247610.
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© 2008 Elsevier B.V. All rights reserved.

assed only a few saliva applications. In recent years, CE with
irect UV detection was in most cases applied to the determina-
ion of salivary levels of nitrate and nitrite as established indicators
f nitric oxide metabolism [3–8] or thiocyanate as a marker of
xposure in smokers [4,5]. In order to alleviate the matrix inter-
erences some authors used a sample deproteinization step that
nvolved denaturation of salivary proteins with acetonitrile [5] or
odium hydroxide [6]. Otherwise, a zwitterionic surfactant (i.e. N-
etradecyl-N,N-dimethyl-3-ammonio-1-propanesulfonate) added
o the background electrolyte may reduce protein–wall interac-
ion and thus improve analyte resolution, peak symmetry, and
eproducibility [4]. However, only prominent salivary anions could
e really detected and quantified because of limited detectabil-

ty of basic CE setup, with limits of detection typically in the
low) micromolar range. An ambitious attempt to resolve this chal-
enge was recently made by the group of Padarauskas [9]. Their

ethod implies derivatization of cyanide into the respective nickel
omplex, followed by extraction from human saliva into a single
icrodrop of appropriate solvent placed in the headspace of the

ample solution. However, such preconcentration approach is only

menable for volatile analytes.

The goal of the work presented here has been to design a more
ersatile preconcentration procedure to be in-line incorporated
nto the CE system for signal enhanced detection for a wider range
f salivary anions. In the previous work from this laboratory, meth-
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resolution of the five anions was obtained at pH 4.4, as shown
in Fig. 1. Thus, 5 mM HCl with 0.1% (m/v) HPC at pH of 4.4 was
used as the separation electrolyte for the rest of this work. The
separation voltage was maintained at −30 kV (which is the highest
Z. Xu et al. / Talan

ds of enhancement of the analytical performance of CE regarding
ensitivity and the number of biologically relevant analytes have
een explored [10–12]. The strategy consisted in using transient

sotachophoresis (tITP) preconcentration by taking advantage of
ccurring a high matrix anion or cation that acts as leading ion (so-
alled sample-induced tITP [13–15]). Particularly, the suitability of
he concept has been successfully demonstrated for the enrich-

ent of inorganic anions from serum and urine samples prior to
E analysis [10]. This paper describes a tITP–CE system that affords
he simultaneous determination of five anions, including trace bro-

ide and iodide, in saliva. The first part of the work was devoted
o exploring and optimizing tITP conditions. A rational combina-
ion of externally introduced leading and terminating electrolytes
LE and TE, respectively) was proposed to accommodate the tar-
et analytes. The latter part involved demonstrating the figures of
erit and utility of the developed method in the analysis of saliva

amples. In addition, the results obtained were examined from the
iewpoint of daily variations.

. Experimental

.1. Chemicals

Hydroxypropylcellulose (HPC) was from Tokyo Kasei (Tokyo,
apan), dithionic acid was the product of Kanto Kagaku (Tokyo,
apan), and 6-aminocaproic acid and formic acid were purchased
rom Katayama Kagaku (Osaka, Japan). Ultrapure hydrochloric acid
20%, v/v) used for preparation of the running electrolyte was from
ama Chemicals (Kanagawa, Japan). All solutions were prepared
n deionized water obtained from a Millipore purification system
Tokyo, Japan). Anion stock solutions (1.0 g l−1) of nitrate, nitrite,
romide, iodide, and thiocynate were prepared from sodium salts
analytical grade) in deionized water, and appropriate dilutions
ere made to the proper concentrations.

.2. Sample preparation

Saliva samples taken from a health volunteer with smoking habit
ere collected in the centrifugal filter unit (cat. no. UFC30SV00

rom Millipore) and centrifuged at 5000 rpm for 60 min. The fil-
rated sample (around 2.0 ml) was divided into four portions and
tored at −20 ◦C. Immediately before analysis, the samples were
hawed and diluted with deionized water. Oral cleaning was done
efore every sampling.

.3. Capillary electrophoresis

CE analyses were performed on a CAPI-3200 instrument (Otsuka
lectronics, Osaka, Japan) equipped with a variable wavelength UV
etector (set at 200 nm) and a negative power supply, applying
constant voltage of −30 kV at the injection end of the capillary

migration current around 10 �A). The temperature of the capil-
ary cartridge was maintained at 25 ◦C. Sample and tITP-supporting
lectrolytes were injected hydrodynamically at 50 kPa at a speci-
ed time. Separations were performed in the 100 cm long, 75 �m

.d. fused-silica capillary, with an effective length of 87.7 cm. Before
se, new capillaries were washed with 1 M sodium hydroxide,
ater, and the separation electrolyte for 10 min. The capillary was
ushed with water for 2 min and running electrolyte for 2 min
rior to each run. The optimized separation electrolyte consisted

f 5 mM HCl with 0.1% (m/v) HPC at pH of 4.4 adjusted with
-aminocaproic acid. LE (5.0 mM dithionic acid, pH 7.2) and TE
10 mM formic acid, pH 4.4 adjusted with 6-aminocaproic acid)
ere hydrodynamically (negative pressure) introduced into the

apillary before and after the sample injection, respectively. The
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p
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dentity of the peaks was confirmed using standards added to the
ample.

. Results and discussion

.1. Optimization of the CE separation

In our previous published work [10], optimal CE separation of
similar selection of biofluid anions was achieved with an acidic

hloride-based electrolyte system. A high concentration of sodium
hloride (250 mM) was necessary to incorporate in order to match
erum or urine matrix salinity, as well as to ensure a certain sample
tacking effect and to reduce the electroosmotic flow. In addi-
ion, cetyltrimethylammonium chloride was used for selectively
ecreasing the mobility of iodide. This was essential to have iodide
oving well after chloride that served as a leading ion for tITP

ocusing. Also, the surfactant helped prevent matrix protein adsorp-
ion onto the capillary walls.

In contrast, saliva is one of few body fluids that contain no
igh matrix chloride (typically ≥5 mM). Therefore, to adapt the
bove background electrolyte to saliva analyses, the chloride con-
entration was reduced to 5 mM. However, under such conditions
he electroosmotic flow was fairly high to detect highly mobile
arget anions (>60 × 10−9 m2 V−1s−1) within a reasonable time.
o suppress it HPC was added to the separation electrolyte. The
olymer dynamically coats the capillary wall and hence may also
rotect it against adsorption of proteins and other matrix con-
tituents (in the same way as the surfactant does). The optimal
ig. 1. Electropherogram of a 10-fold diluted saliva sample obtained without tITP
reconcentration. Conditions: capillary, fused-silica, 100 cm × 75 �m i.d.; separa-
ion electrolyte, 5 mM HCl, 0.1% (m/v) HPC, pH 4.4; sample injection, negative
ressure at 50 kPa for 30 s; applied voltage, −30 kV; UV detection at 200 nm. Sam-
ling: 1 h after lunch.
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Table 1
Figures of analytical merit

Analyte Detection limit (�g l−1) Repeatability (R.S.D., %)a Linear range (mg l−1) Correlation coefficient Average concentration (mg l−1)c

Migration time Peak areab

Br− 3.0 0.28 3.4 0.1–0.5 0.992 5.4 ± 1.4
I− 5.9 0.28 4.9 0.05–0.5 0.991 0.4 ± 1.0
NO3

− 4.6 0.29 1.5 1–10 0.991 19.7 ± 15.8
NO2

− 6.4 0.30 2.7 0.5–5 0.962 3.5 ± 5.3
SCN− 3.8 0.28 1.0 1–10 0.999 44.5 ± 14.8
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molar amount was kept reasonably high by loading a 10 mM solu-
tion of TE for 30 s. When larger amounts of formate were tried,
the peak heights of only nitrate and thiocyanate continue to be
markedly increasing but at the expense of enlarged migration
a The saliva was 100-fold diluted (n = 3).
b Not corrected for migration time.
c For 10 samples taken every 2 h in 1 day and monitored after a 10-fold dilution.

alue available with the CE instrument employed) where migra-
ion times are minimized while baseline noise is not significantly
ncreased.

.2. Optimization of tITP preconcentration conditions

Inorganic anions in saliva significantly differ in concentrations.
ndeed, nitrate, nitrite, and thiocyanate present from mid- to
ow-mg l−1 level and thereby can be determined by CE directly
3–8,16,17], without preconcentration other than field-amplified
ample stacking. On contrary, bromide and especially iodide occur
n saliva in much lower concentrations, and their accurate quan-
ification is only feasible after substantial sample enrichment. As
ollows from a report by Sádecká and Polonský [18], ITP can work as
preconcentration tool for salivary anions. However, when applied

o such analyses in a genuine ITP mode, it suffers from moder-
te sensitivity (limits of detection ranged 25–127 �g l−1; cf. data of
able 1) and reduced accuracy (because of a specific, stepped char-
cter of electropherograms), requires comparatively large sample
olumes, and uses less versatile, conductivity detection method.
herefore, in this study the preference was given to ITP, temporarily
perating before zone electrophoresis separation (i.e. tITP), fol-
owed by UV absorbance detection.

When analyzing high-salinity biological samples, tITP stack-
ng can most straightforwardly be accomplished by exploiting the

atrix chloride to play the role of a leading ion [15]. Then, one
eeds only a suitable slowly migrating anion to be added to the
ample or injected as a separate zone so as to accommodate the
arget anions into the tITP range. However, saliva does not fulfil
he condition of sample self-stacking as its chloride (or any other
ast anionic component) does not exceed considerably the analyte
oncentrations.

In order to solve this challenge, an alternative supporting anion
hose mobility is greater than that of any sample ions had to be

hosen so that the ITP state is created at the initial stage of CE sepa-
ation. As a matter of fact, there are very few leading-type stackers
hat satisfy this mobility criterion in the case of inorganic ion analy-
es, and one of these is dithionite. Its actual mobility depends on the
onic strength and pH and reaches as high as 96.4 × 10−9 m2 V−1 s−1

19]. Importantly, at a concentration of 5 mM, dithionite has higher
obility than bromide and iodide (as well as the matrix chlo-

ide) do, and hence it could be used as leading ion. Taking into
ccount that temporarily ITP focusing is ensured at a sufficiently
igh molar amount of the stacker [13], the latter was optimized
y increasing the loading time at a fixed concentration of dithion-
te (5 mM), and 10 s was chosen as optimum from the viewpoint
f detectability and resolution. Larger loadings did not result in

ubstantially higher peak heights but in a shorter migration of
he analytes under CE mode. This may impair the resolution. For
nstance, the peaks due to bromide and iodide turned out to be
verlapped at a 20 s injection time of LE as a consequence of too
ong ITP time.

F
a
s

Another important consideration for optimization of the tITP
erformance was the concentration ratio of a stacker (dithionite)
o a destacker, i.e., the salivary chloride which can operate against
ITP stacking. For efficient focusing, this ratio is known to be large
nough [14], and sample dilution affords a means of controlling it.
t was found that saliva samples should be diluted at least 10-fold
o guarantee electromigrational sharpening effect and in addition,
he conditions of field-amplified stacking at the initial stage of sep-
ration. Therefore, the following tITP–CE analyses were carried out
ith ≥100-fold diluted saliva samples.

As the terminating ion to bracket the mobilities of analytes
n the low-mobility side, formate was selected as an anion with
uitably low mobility (46 × 10−9 m2 V−1 s−1 at pH 4.4) and not
ccurring in saliva. In a combination with the highly mobile
ithionite, formate was found to work fairly effective to focus iso-
achophoretically the analyte anions. Since increased amounts of
erminator usually lead to higher concentration factors [20], its
ig. 2. tITP–CE response of a 100-fold diluted saliva. Conditions: LE, 5 mM dithionic
cid, pH 7.2; TE, 10 mM formic acid, pH 4.4; injection time, 10, 30, and 30 s for LE,
ample, and TE, respectively. Other conditions are as given in Fig. 1.
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[
[16] P.K. Dasgupta, L. Bao, Anal. Chem. 65 (1993) 1003–1011.
ig. 3. Time-dependent changes in concentrations of anions monitored by tITP–CE.
onditions are as given in Fig. 2.

imes of all anions, and also the stacker appears very close to thio-
yanate.

Fig. 2 demonstrates the separation/detection performance for
00-fold diluted saliva under optimized tITP system conditions.

.3. Limit of detection, calibration range, and precision thresholds

The limits of detection of anions under examination, assessed
s three times signal-to-noise ratio, are listed in Table 1. Owing to
ITP sample enrichment, the detectability was superior to that of

ost of previously reported CE methods [3,4,6] and comparable to
he data of Tanaka et al. [5]. Notably, none of the mentioned reports
akes account of bromide and iodide determination. As a striking
esult, all anions except for iodide can be detected in saliva yet
fter 500-fold dilution. Precision measurements performed with a
00-fold diluted saliva sample indicated excellent repeatability of
igration time (R.S.D. <0.3%). The R.S.D.s for peak area were below

% (Table 1). All above demonstrates that tITP–CE is reliable and
ffective to enhance the determination of inorganic anions in saliva.

.4. Applicability of the developed method

Five anions were determined in 10-fold diluted saliva samples

aken from the smoking volunteer, and the results on concentration
ariations during 1 day of monitoring are summarized in Fig. 3. The
verage concentrations of anions are also shown in Table 1. Some
reliminary conclusions can be drawn as based on the daily varia-
ions of salivary anionic concentrations. First, the nitrate levels are

[
[
[

[

(2008) 278–281 281

learly related to stimulus, tending to increase after having meal.
lso obvious is an increase in thiocyanate concentration after smok-

ng. On the other hand, other anions of interest experience virtually
o alterations in concentration. In order to elucidate how the sali-
ary analyte concentrations would reflect people’s habits, activities,
nd health conditions, further research is anticipated.

. Conclusions

A combination of tITP and CE holds great promise for carrying
ut ionic analyses with the enhanced sensitivity. This is mostly due
o its in-line realization (with no necessity to modify conventional
E instrumentation) and the potential of selectively increasing the
nalyte concentration regardless of the sample conductivity. In this
ork, these merits of tITP–CE have been shown for the determi-
ation of a number of biologically relevant anions in saliva that
equired an explicit modification of the tITP system. A proper selec-
ion of the leading anion and its amount, rather than relying on
he major sample component as the transient leader, allowed for
good compromise between the UV detection signals, resolution,

nd analysis time. Although this system has been demonstrated
pecifically with inorganic anions, it can be translated to other sali-
ary analytes, which will permit this tITP–CE method to be used in
linical laboratories.
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a b s t r a c t

This study aims to identify the essential antioxidant compounds present in parsley (Petroselinum sativum)
and celery (Apium graveolens) leaves belonging to the Umbelliferae (Apiaceae) family, and in stinging
nettle (Urtica dioica) belonging to Urticaceae family, to measure the total antioxidant capacity (TAC) of
these compounds with CUPRAC (cupric ion reducing antioxidant capacity) and ABTS spectrophotomet-
ric methods, and to correlate the TAC with high performance liquid chromatography (HPLC) findings.
The CUPRAC spectrophotometric method of TAC assay using copper(II)-neocuproine (2,9-dimethyl-1,10-
phenanthroline) as the chromogenic oxidant was developed in our laboratories. The individual antioxidant
constituents of plant extracts were identified and quantified by HPLC on a C18 column using a modi-
fied mobile phase of gradient elution comprised of MeOH–0.2% o-phosphoric acid and UV detection for
polyphenols at 280 nm. The TAC values of HPLC-quantified antioxidant constituents were found, and com-
pared for the first time with those found by CUPRAC. The TAC of HPLC-quantified compounds accounted
for a relatively high percentage of the observed CUPRAC capacities of plant extracts, namely 81% of nettle,
60–77% of parsley (in different hydrolyzates of extract and solid sample), and 41–57% of celery leaves (in
different hydrolyzates). The CUPRAC total capacities of the 70% MeOH extracts of studied plants (in the
units of mmol trolox g−1 plant) were in the order: celery leaves > nettle > parsley. The TAC calculated with

the aid of HPLC-spectrophotometry did not compensate for 100% of the CUPRAC total capacities, because
all flavonoid glycosides subjected to hydrolysis were either not detectable with HPLC, or not converted
to the corresponding aglycons (i.e., easily detectable and quantifiable with HPLC) during the hydrolysis
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. Introduction

Reactive oxygen species (ROS) that emerge as a result of the
espirative cycle of oxidative phosphorylation may attack biolog-
cal macromolecules like cellular DNA, giving rise to single- and
ouble-strand breaks that may eventually cause cell ageing, cardio-
ascular diseases, mutagenic changes and cancerous tumor growth.
ntioxidants can react with ROS and quench free radicals giving
ise to restriction of radicalic chain propagation, eventually pre-
enting tissue damage. When natural antioxidant defences of the
rganism (of enzymatic, non-enzymatic or dietary origin) are over-
helmed by an excessive generation of reactive oxygen species, a
ituation of oxidative stress occurs, in which cellular and extracel-
ular macromolecules (proteins, lipids and nucleic acids) can suffer
xidative damage, resulting in tissue injury followed by oxidative
tress-originated diseases [1]. Antioxidants, when present at low

∗ Corresponding author. Tel.: +90 212 4737034; fax: +90 212 4737180.
E-mail address: etutem@istanbul.edu.tr (E. Tütem).
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oncentrations in food or organism, can significantly inhibit or
etard oxidative degradation reactions [2].

Polyphenols are one of the most diverse classes of phyto-
hemicals widely distributed in plants [3]. Polyphenols are strong
ntioxidants, and their antioxidant activities are dependent on
heir structural properties [4–6]. Plant polyphenols are multi-
unctional, i.e., acting as hydrogen atom donor, singlet oxygen
cavenger, and electron donor (reducing agent) [3]. On the other
and, some polyphenols owe their antioxidant properties to their
etal chelating abilities, as traces of transition metal ions may

atalyze oxidative degradation reactions [7]. Phenolic compounds
an be classified into three broad categories of flavonoids, phenolic
cids, and phenolic polymers (tannins).

The widest class of plant phenolics, with over 4000 identified
pecies in the leaf, seed, bark, and flower parts of plants, is the

avonoid family having the diphenylpropane (C6–C3–C6) skeleton

n which the two aromatic rings (rings A and B) are linked by
hree carbons cyclized with oxygen (ring C) (Fig. 1). The phenolic
ydroxyl groups attached to these rings are largely responsible
or the antioxidant activity of the flavonoid. Flavonoids existing
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Fig. 1. General flavonoid structure.

n different varieties of plants or even in different parts of the
ame plant may exhibit significant structural differences [3].
hese compounds are present in plants generally as flavonoid
lycosides having one or more hydroxyl groups bound to sugars by
n acid-labile hemiacetal bond through certain positions (such as
he 7-hydroxyl in flavones and isoflavones) [8].

As a part of alternative disease prevention strategies, folk medic-
nal plants have become important for the preservation of human
ealth. These plants are cheaply available from local markets, and
an be consumed in their simple or processed forms for health
eneficial purposes. Various parts of medicinal plants, including
he roots, leaves, flowers, seeds, berries or bark, depending on
he solubility of the active constituents, may comprise a large
ariety of polyphenolics, namely cinnamic acids, benzoic acids,
avonoids, proanthocyanidins, stilbenes, tannins, coumarins, lig-
ans and lignins. These compounds have many advantageous
iological effects, including antioxidant activity [9].

The Umbelliferae family has a large variety of member plants
nd a wide spreading area. In many laboratories, diverse research
tudies covering morphology, anatomy, cytology, and plant chem-
stry are being carried out on this family. This family is very rich
n terms of secondary metabolites. Compounds like coumarins,
avonoids, acetylenic compounds, sesquiterpenic lactones, and
olatile oils are extracted from various species of the family, and
nd commercial use in biology and medicine. Certain members of
he Umbelliferae family are folk medicinal plants. Angelica species
re used as vegetable greens and food ingredients [10]. Species in
his family are rich in vitamins (A, B2, C, E) and minerals (copper,
inc, iron, selenium) that may act as immunomodulators. In addi-
ion, they contain a wide variety of bioactive phytochemicals like
avonoids and coumarins that show curative, disease preventive
nd nutritive effects [11].

As a member of Urticaceae family, stinging nettle (Urtica dioica)
ich in minerals (especially Fe), vitamin C and pro-vitamin A
s a medicinal plant and diet food ingredient that finds wide
se as hypoglycemic, anti-diabetes, diuretic, anti-inflammatory,
nti-rheumatic, and hypotensive agent; it also serves to tackle
ith circulatory problems, prostate complaints, and skin diseases.
lthough nettle is essentially consumed as food or food ingredient,

ts medicinal use covers the use of its leaves as herbal tea [12]. Apak
t al. measured the total antioxidant capacity (TAC) of tea bags pre-
ared from stinging nettle (i.e., from a hot water infusion of the
ry herb) as 0.18, 0.15, and 0.19 mmol trolox equivalent g−1, using
he CUPRAC (cupric ion reducing antioxidant capacity), ABTS, and
olin methods of TAC assay, respectively [13].

Various antioxidant assay methods have been developed for
lant antioxidants (vitamins and polyphenolics) that are impor-
ant for human health [14–21]. In this study, the CUPRAC assay
ecently developed in our laboratories has been used for the food
lants. The chromogenic oxidizing reagent of the CUPRAC assay,

is(neocuproine 2,9-dimethyl-1,10-phenanthroline)copper(II),
as previously used for the assay of biologically important

eductants [22], cysteine [23], vitamin E [24], vitamin C [25], and
roteins [26]. The CUPRAC assay is simple, diversely applicable to
oth hydrophilic and lipophilic antioxidants, and its reagents are

p
a
t
u
i
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table and easily available at low cost [27]. This method has been
sed for the TAC assay of herbal teas and apricots [13,28], and of
uman serum [29]. The TAC of food plants subject to this study
as comparatively assayed with the CUPRAC and the widely used
BTS [30] methods.

Many research groups dealing with antioxidant chemistry have
ither used or evaluated the CUPRAC method. In a comprehensive
eview by Prior et al. [31], the authors classify CUPRAC as one of
he electron transfer-based methods, and summarize the superi-
rities of the CUPRAC method over other antioxidant assays. They
tate that due to the lower redox potential of the CUPRAC reagent,
educing sugars and citric acid – which are not true antioxidants
ut oxidizable substrates in other similar assays – are not oxi-
ized with the CUPRAC reagent. Gorinstein et al. [32] state that
s an advantage to other electron transfer-based assays as ABTS
nd Folin, CUPRAC values were acceptable in regard to its realistic
H close to the physiological pH. Gorinstein’s research group has
sed CUPRAC in several occasions: garlic extract, where CUPRAC
orrelated well with ABTS/TEAC results [32]; kiwifruit [33] and
thylene-treated kiwifruit [34], where CUPRAC gave the highest
orrelation (r = 0.97–0.98) among the tested antioxidant assays
ith Folin polyphenols content; cereal and pseudocereal methanol

xtracts [35], where there was again a high correlation (r = 0.96)
etween CUPRAC and Folin. Mazor et al. [36] applied CUPRAC and
RAP simultaneously to a number of –SH compounds, and noted
hat CUPRAC but not FRAP was capable of quantitating the one
hiol-bearing tripeptide glutathione (GSH) in accordance with the
-e reductant behaviour of GSH. The CUPRAC antioxidant capacity
f the methanol and chloroform extracts of the stem and root of
hubarb (Rheum ribes) was linear over a relatively wide concen-
ration range (up to at least 2.0 absorbance units) [37]. Capanoglu
t al. [38] stressed that during the processing of tomato fruit to
omato paste, CUPRAC antioxidant capacities were the highest val-
es for lipophilic extracts, indicating that this is a sensitive assay in
rganic solvents (e.g., CUPRAC values broadly followed the trend of

ycopene during processing). The same authors noted that CUPRAC
as the best antioxidant assay (among five assays) reflecting the
ecrease in TAC of lipophilic fraction during tomato processing
teps [38].

The antioxidant capacities of plants are generally evaluated in
erms of their total phenolic contents [39–43]. The speciation analy-
is of phenolic compounds [44] and especially their quantification
ith high performance liquid chromatography (HPLC) [45–47,19]

re not abundant in literature due to the low resolution in the sep-
rations of flavonoids and phenolic acids [48]. Similar to the studies
arried out on food samples, Wojdylo et al. added up the mass quan-
ities of the identified phenolics to give the total phenolic content
45], which would not be correct on a mole-basis. Thus, total phe-
olic contents calculated on a mass basis in such reports would not
nable a true comparison of antioxidant capacities, because each
henolic antioxidant would naturally have a different capacity in
he units of equivalents of a standard reference compound such as
rolox.

For rapid separation, identification and quantification of indi-
idual antioxidants in the selected plants of this study, the nature
f stationary and mobile phases of HPLC analysis were optimized
sing synthetic mixtures of antioxidants; calibration curves were
onstructed for each antioxidant, and the antioxidant compounds
n real mixtures were quantified with the aid of these curves. The
PLC-determined concentration of each antioxidant was multi-

lied with its TEAC (trolox equivalent antioxidant capacity, defined
s the mM trolox equivalent concentration of 1 mM solution of the
ested antioxidant) coefficient, and these products were summed
p to yield the theoretical TAC value by virtue of the additiv-

ty of absorbances of constituents in a mixture. In this regard,
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1.0 × 10 M of p-coumaric acid, myricetin, and apigenin, respec-
tively.
06 L. Yıldız et al. / Tala

he HPLC analysis results enabled the comparison of individual
ntioxidant constituents of the studied plants together with their
rolox-equivalent antioxidant capacities.

. Experimental

.1. Chemical substances

Gallic acid, catechin, hesperidin, isoquercitrin, ABTS (2,2′-
zinobis[3-ethylbenzothiazoline-6-sulfonic acid] diammonium
alt), quercetin, rosmarinic acid (Fluka), chlorogenic acid, narin-
enin, hesperetin, rutin, m-phosphoric acid (Sigma), caffeic acid,
erulic acid, p-coumaric acid, naringin (Aldrich), myricetin (Acros
rganics), kaempferol (AppliChem), luteolin, apigenin (Alfa Aesar),
scorbic acid, neocuproine (2,9-dimethyl-1,10-phenanthroline)
Sigma–Aldrich), cupric chloride dihydrate (CuCl2·2H2O),
otassium persulfate (K2S2O8), methanol, hydrochloric acid,
-phosphoric acid, potassium hydroxide, sodium hydroxide
Merck), ammonium acetate, ethanol, acetone (Riedel-de Haën)
ere supplied from the indicated sources.

.2. Instrumentation

A Metrohm Herisau E512 pH-meter was used for pH measure-
ents. The extraction and equilibration operations were made

sing a Bransonic 221 ultrasonic bath, a HB4 basic KIKA-WERKE
ater bath, and an Elektro-mag vortex mixer. Plant samples
ere lyophilized using a Telstar Cryodos freeze-dryer. Spec-

rophotometric measurements were made with a Cary 1E UV–Vis
pectrophotometer (Varian Instruments), and chromatographic
eparation and identification of plant constituents were performed
sing a PerkinElmer HPLC system (comprised of Series 200 UV–Vis
etector, binary gradient pump, and vacuum degasser). Pure dis-
illed water was used throughout, as obtained from Millipore
impak1 Synergy 185 ultra-pure water system.

.3. Reagent and solutions

Gallic acid, catechin, chlorogenic acid, caffeic acid, ferulic
cid, p-coumaric acid, naringin, naringenin, hesperetin, rutin, iso-
uercitrin, quercetin, myricetin, and luteolin stock solutions were
repared in MeOH; rosmarinic acid and kaempferol in EtOH; api-
enin in 0.2 M ethanolic KOH; hesperidin in 0.05 M methanolic
OH; ascorbic acid in 1% (w/v) m-phosphoric acid solution. The
ntioxidant stock solutions were stable when kept at −20 ◦C for 1
onth.
For the CUPRAC test of TAC, the following solutions were

repared: CuCl2 solution, 1.0 × 10−2 M, prepared by dissolving
uCl2·2H2O in water; ammonium acetate (NH4Ac) buffer at pH 7.0,
.0 M, prepared from NH4Ac in water; neocuproine (Nc) solution,
.5 × 10−3 M, prepared daily by dissolving Nc in 96% ethanol. Trolox,
.0 × 10−3 M, was prepared in 96% ethanol. For the ABTS test of TAC,
he chromogenic radical reagent ABTS, at 7.0 mM concentration,
as prepared by dissolving this compound in water and adding
2S2O8 to this solution such that the final persulfate concentra-

ion in the mixture be 2.45 mM. The resulting ABTS radical cation
olution was left to mature at room temperature in the dark for
2–16 h, and then used for ABTS/TEAC assays. The reagent solution
as diluted with EtOH at a volume ratio of 1:10 prior to use.
.4. Preparation of plant samples for analysis

.4.1. Drying of plants
Fresh parsley, celery leaves, and nettle samples were supplied

rom the local market, and the leaf parts were freeze-dried at −40 ◦C

2

3
a

7 (2008) 304–313

or 8–14 h. All plant samples were kept in the dark at room temper-
ture in stoppered flasks. They were crushed to fine powder in a
orcelain mortar prior to analysis.

.4.2. Extraction of plants

.4.2.1. Extraction of dried plant materials. As possible solvents for
xtraction, methanol, ethanol, and acetone at 100, 70, and 50% (v/v)
oncentrations, and bidistilled water were used for dried pars-
ey leaves; methanol at 70 and 50% and ethanol at 50% for dried
elery leaves. Preliminary tests carried out on parsley and celery
eaves showed that 70% MeOH gave the highest extraction yield;
n addition, methanol had protective power for phenolic antioxi-
ants in subsequent HPLC separations due to its inhibitive effect
n phenoloxidase-catalyzed oxidation of phenolics [49]. Thus, net-
le was extracted with 70% MeOH. One-gram amount of the dried
lant materials was extracted in stoppered flasks placed in an ultra-
onic bath first with 15 mL solvent for 45 min, then with added
mL solvent for 45 min, and finally with 5 more mL solvent for
5 min, the overall extraction taking 105 min. The plant extracts
ere first filtered through a filter paper, then through a GF/PET

glass fiber/polyethyleneterephtalate) 1.0/0.45 �m microfilter, and
nalyzed.

.4.2.2. Extraction of fresh parsley for vitamin C determination.
inely chopped parsley leaves were extracted in an ultrasonic bath
ith 1% (w/v) aqueous m-phosphoric acid. For this purpose, a 5-g

ample was first extracted with 25 mL acid for 45 min, the extract
ecanted, and extracted for a second time with 25 mL acid for
5 min, the whole extraction taking 90 min [50]. The combined
xtracts were first filtered through a filter paper, then through a
icrofilter, and analyzed.

.4.2.3. Nettle infusion. One-gram amount of the dried nettle was
teeped in 50 mL boiling bidistilled water for 5 min. The infusion
hus obtained was first filtered through a filter paper, then through
microfilter, and analyzed.

.4.3. Hydrolysis process for plant materials

.4.3.1. Hydrolysis of plant extracts. Parsley, celery leaves, and nettle
ere extracted with 70% MeOH, diluted with water and acidified so

s to finally contain 50% methanol and 1.2 M HCl, and hydrolyzed
t 80 ◦C for 4 h [51,52].

.4.3.2. Hydrolysis of dried plant powders. From dried plant mate-
ial were taken 0.2 g amounts of samples, and hydrolyzed in a final
olution containing 50% MeOH and 1.2 M HCl at 80 ◦C for 4 h. The
ydrolyzates were passed through a microfilter, and analyzed.

.5. Synthetic antioxidant mixtures

The compositions of synthetic mixtures were regulated to con-
ain the antioxidants most probably existent in the analyzed plant
xtracts.

.5.1. Synthetic mixture 1
Prepared to contain in final solution 2.0 × 10−4, 4.0 × 10−5, and

−4
.5.2. Synthetic mixture 2
Prepared to contain in final solution 2.0 × 10−4, 4.0 × 10−5,

.4 × 10−5, and 1.0 × 10−4 M of chlorogenic acid, myricetin, luteolin,
nd apigenin, respectively.
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.5.3. Synthetic mixture 3
Prepared to contain in final solution equimolar (2.0 × 10−4 M)

oncentrations of catechin and chlorogenic acid.

.6. Methods used in antioxidant assays

.6.1. Spectrophotometric methods

.6.1.1. CUPRAC method. The normal CUPRAC method (CUPRACN),
s described by Apak et al. [27], was applied as follows: A mix-
ure comprised of 1 mL of 1.0 × 10−2 M copper(II) chloride, 1 mL of
M ammonium acetate buffer at pH 7.0, and 1 mL of 7.5 × 10−3 M
eocuproine solution was prepared, x mL sample solution and
1 − x) mL distilled water were added, and well mixed (total vol-
me: 4.0 mL). This final mixture in a stoppered test tube was let
o stand at room temperature for 30 min. At the end of this period,
he absorbance at 450 nm was measured against a reagent blank.
he ‘incubated CUPRAC method’ (CUPRACI), as described by Apak
t al. [27], was applied to antioxidant-containing samples by first
ncubating the mixtures at 50 ◦C for 20 min, then measuring the
bsorbance at 450 nm.

This method was applied to the extracts, hydrolyzates of all stud-
ed plants, steeped infusions of nettle, and synthetic mixtures. The
amples were diluted with 50% MeOH where necessary (i.e., to keep
he CUPRAC absorbances within the linear range). The pH of the
ydrolyzates was first brought to pH 6 with the addition of NaOH
olution, and then analysis was performed.

.6.1.2. ABTS method. The ABTS/persulfate method [30] was fol-
owed. Briefly, the volumes of (4 − x) mL EtOH and x mL sample
olution were taken. The reagent blank was prepared with 4 mL
tOH. One mL amount of 1:10 diluted ABTS radical cation solution
as added to each mixture at 15 s intervals, and well mixed (total

olume: 5.0 mL). The absorbances of all solutions were recorded at
34 nm against ethanol at the end of 6th min. The absorbance of
he reagent blank (A0) diminished in the presence of antioxidants,
he absorbance decrease (�A) being proportional to antioxidant
oncentration.

This method was also applied to the extracts, hydrolyzates of all
tudied plants, steeped infusions of nettle, and synthetic mixtures.
he samples were diluted with 50% MeOH where necessary (i.e.,
o keep the ABTS absorbance differences within the linear range).
ince turbidity was observed in hydrolyzate solutions when the pH
as adjusted to pH 6 with NaOH solution addition, samples were
irectly diluted with 50% MeOH.

.6.2. HPLC analyses
The analyses were carried out using a Hamilton HxSil C18

250 mm × 4.6 mm, 5 �m particle size) chromatographic column.
wo elution programs were used in the reversed-phase HPLC anal-
ses. For polyphenolic compounds, two different solutions of the
obile phase, i.e., methanol (A) and 0.2% of o-H3PO4 in bidistilled
ater (B), were used in gradient elution. The following working
ode was adopted for gradient elution (the slope being the rate of

hange of methanol percentage between the indicated time peri-
ds):

8 min 7% (A), slope (0.0);
8–13 min to 30% (A), slope (−4.0);

13–48 min to 66% (A), slope (1.0);
8–55 min to 75% (A), slope (−4.0).
The detection wavelength was 280 nm and the elution rate was
mL min−1. Using the above working mode, the calibration curves
nd linear equations of peak area versus concentration were deter-
ined for the phenolic antioxidants of interest. With the aid of

w
m
t
l
(
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hese calibration curves, plant extracts in 70% MeOH, hydrolyzates,
nfusions, and synthetic mixtures were analyzed.

Ascorbic acid determination was performed by using isocratic
lution for 8 min, the mobile phase being composed of 7% methanol
A) and 93% bidistilled water containing 0.2% of o-H3PO4 (B). The
orking wavelength was 215 nm, and flow rate 1 mL min−1. Using

his elution mode, the calibration curve and linear equation for
scorbic acid was determined, and ascorbic acid assay was per-
ormed in the m-phosphoric acid extract of fresh parsley.

In both applications (of polyphenolics and ascorbic acid assay),
he chromatographic column was washed for 10 min with methanol
rior to injection, and equilibrated for 10 min with a solvent mix-
ure containing 7% (A) + 93% (B).

. Results and discussion

.1. Choice of solvent, molar absorptivities and TEAC coefficients
f the tested antioxidants

Although it is not an easy task to select a unique solvent for the
nalysis of a diverse group of phenolics due to vastly varying chem-
cal structures, and to different conditions in isomerization and
ydrolysis, alcoholic extraction (using MeOH or EtOH) has been the
sual approach to handling solid samples [53]. A minimum of 70%
ethanol has been reported to be needed to inactivate polyphe-

ol oxidases, which are widely distributed in plants, and to allow
aximum recovery of flavonoids, such as monomeric flavan-3-ols

catechin or epicatechin) [54,55]. A few examples where 70% MeOH
s solvent proved to be very effective are extraction of flavones and
lycosylated flavanones from orange peel [54], anthocyanins from
ed and blackcurrant [55], phenolics from E. purpurea roots [56],
nd phenolics from Echinacea roots [57]. The extraction efficiency
id not change significantly for Echinacea spp. when MeOH concen-
ration in the extracting solvent was increased from 70 to 90% [57].
ur extraction yield with 70% MeOH of parsley and celery leaves
as highest, confirming literature findings.

The CUPRAC method, using a cupric neocuproine (2,9-dimethyl-
,10-phenanthroline) chelate – abbreviated as (Cu(II)-Nc) – as the
hromogenic oxidant, is based on the redox reaction with antiox-
dants producing the cuprous-neocuproine chelate – abbreviated
s (Cu(I)-Nc) – showing maximum light absorption at 450 nm [27].
he reaction equation with n-electron reductant antioxidants can
e formulated by:

nCu(Nc)2+
2 + n-e reductant � nCu(Nc)+

2

+ n-e oxidized product + nH+

Antioxidant compounds that are expected to be found in the
ested plants, namely gallic acid, catechin, chlorogenic acid, caffeic
cid, p-coumaric acid, ferulic acid, naringin, naringenin, hesperidin,
esperetin, rutin, myricetin, isoquercitrin, luteolin, kaempferol,
pigenin, rosmarinic acid, quercetin and ascorbic acid, were used
n standard solutions, and assayed using the normal (at room tem-
erature) and incubated (at 50 ◦C) CUPRAC methods [27] against
rolox as the standard reference compound. The same antioxidant
olutions were cross-assayed with ABTS/persulfate as the refer-
nce spectrophotometric method. The linear calibration equations
f the tested antioxidants (as absorbance in a 1-cm cell versus
olar concentration) gave the molar absorption coefficient (ε)

s the slope (Tables 1 and 2); the linear working ranges over

hich Beer’s law was valid are given in the same tables. The
olar absorption coefficient of the tested antioxidant divided by

hat of trolox under the same conditions gave the trolox equiva-
ent antioxidant capacity, or TEAC coefficient, of that antioxidant
Table 3).
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Table 1
The molar absorption coefficients and linear ranges of the tested antioxidants with
respect to the CUPRAC method (normal and incubated CUPRAC methods)

Antioxidant Molar absorption coefficient, ε
(L mol−1 cm−1)

Linear range (mol L−1)

CUPRACN CUPRACI

Trolox 1.7 × 104 1.9 × 104 2.6 × 10−6–7.5 × 10−5

Gallic acid 4.4 × 104 – 1.8 × 10−5–6.7 × 10−5

Catechin 5.2 × 104 6.6 × 104 2.0 × 10−6–1.0 × 10−5

Chlorogenic acid 4.1 × 104 5.1 × 104 4.0 × 10−6–2.0 × 10−5

Caffeic acid 4.8 × 104 5.5 × 104 4.0 × 10−6–2.0 × 10−5

p-Coumaric acid 9.2 × 103 1.9 × 104 1.1 × 10−5–1.5 × 10−4

Ferulic acid 2.0 × 104 2.3 × 104 4.0 × 10−6–2.0 × 10−5

Naringin 3.4 × 102 2.4 × 103 3.0 × 10−4–4.0 × 10−3

Hesperidin 1.6 × 104 2.1 × 104 2.6 × 10−6–7.5 × 10−5

Rutin 4.3 × 104 4.8 × 104 4.0 × 10−6–2.0 × 10−5

Naringenin – 4.2 × 104 1.0 × 10−5–5.0 × 10−5

Hesperetin 1.6 × 104 1.9 × 104 2.6 × 10−6–7.5 × 10−5

Quercetin 9.2 × 104 1.0 × 105 2.0 × 10−6–1.0 × 10−5

Myricetin 7.1 × 104 8.9 × 104 3.7 × 10−6–1.3 × 10−5

Luteolin 4.8 × 104 5.8 × 104 2.3 × 10−6–2.1 × 10−5

Kaempferol 2.5 × 104 3.6 × 104 4.9 × 10−6–4.4 × 10−5

Apigenin 4.6 × 103 1.5 × 104 1.8 × 10−5–6.7 × 10−5
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Table 3
The TEAC coefficients of the tested antioxidants with respect to the CUPRAC and
ABTS spectrophotometric methods

Antioxidant TEACCUPRAC TEACABTS

TEACN TEACI

Myricetin 4.27 4.79 3.43
Quercetin 5.49 5.57 3.21
Kaempferol 1.47 1.92 0.86
Rutin 2.56 2.56 1.15
Isoquercitrin 3.14 3.60 1.01
Apigenin 0.27 0.82 0.65
Luteolin 2.90 3.14 1.01
Catechin 3.09 3.56 3.14
Naringin 0.02 0.13 0.62
Naringenin – 2.28 0.64
Hesperidin 0.97 1.11 1.40
Hesperetin 0.99 1.05 1.11
Gallic acid 2.62 – 3.48
Rosmarinic acid 5.65 6.02 2.30
Ferulic acid 1.20 1.23 2.16
p-Coumaric acid 0.55 1.00 1.63
Caffeic acid 2.89 2.96 1.39
Chlorogenic acid 2.47 2.72 1.21
Ascorbic acid 1.00 1.32 1.15

Table 4
HPLC calibration equations of the tested antioxidants

Antioxidant Linear range (mol L−1) Calibration equation (r)

Ascorbic acid 1.0 × 10−4–1.0 × 10−3 y = 3.16 × 109c + 16794 0.9999
Gallic acid 4.0 × 10−5–5.0 × 10−4 y = 9.04 × 109c + 73233 0.9997
Catechin 4.0 × 10−5–5.0 × 10−4 y = 3.79 × 109c + 4474 0.9997
Chlorogenic acid 4.0 × 10−5–5.0 × 10−4 y = 9.00 × 109c + 37950 0.9996
Caffeic acid 4.0 × 10−5–5.0 × 10−4 y = 9.44 × 109c + 69934 0.9999
p-Coumaric acid 4.0 × 10−5–5.0 × 10−4 y = 1.48 × 1010c + 30571 0.9999
Ferulic acid 4.0 × 10−5–5.0 × 10−4 y = 1.05 × 1010c − 24807 0.9998
Rosmarinic acid 4.0 × 10−5–5.0 × 10−4 y = 9.49 × 109c + 64341 0.9995
Naringin 4.0 × 10−5–5.0 × 10−4 y = 1.69 × 1010c + 9146 0.9999
Hesperidin 4.0 × 10−5–5.0 × 10−4 y = 1.65 × 1010c − 44514 0.9988
Rutin 4.0 × 10−5–5.0 × 10−4 y = 8.79 × 109c + 3687 0.9999
Isoquercitrin 4.0 × 10−5–3.0 × 10−4 y = 6.43 × 109c + 55614 0.9991
Myricetin 4.0 × 10−5–5.0 × 10−4 y = 5.93 × 109c − 42007 0.9996
soquercitrin 5.2 × 10 6.7 × 10 1.8 × 10 –1.7 × 10
osmarinic acid 9.4 × 104 1.1 × 105 1.8 × 10−6–6.7 × 10−6

scorbic acid 1.7 × 104 2.5 × 104 5.6 × 10−6–6.0 × 10−5

.2. HPLC results of the tested antioxidants

Table 4 shows the linear calibration equations of HPLC analy-
is of the tested antioxidants as chromatographic peak area versus
oncentration. Fig. 2 gives the chromatogram (obtained with the
ptimized separation scheme for phenolic antioxidants) of a stan-
ard mixture composed of 19 antioxidants (phenolics plus ascorbic
cid). As the parametric symbols used in the calibration equations
iven in Table 4, y stands for peak area, c antioxidant molar concen-
ration, and r linear correlation coefficient.

In another chromatogram recorded with respect to the opti-
ized (isocratic elution) method (figure not shown), the peak of

scorbic acid emerges at about 3.5 min, and the one before that

s due to m-phosphoric acid used in extraction of ascorbic acid.
his extractant is useful in preserving ascorbic acid samples during
nalysis.

able 2
he molar absorption coefficients and linear ranges of the tested antioxidants with
espect to the ABTS/persulfate method

ntioxidant Molar absorption coefficient, ε
(L mol−1 cm−1)

Linear range (mol L−1)

rolox 2.6 × 104 5.0 × 10−6–3.0 × 10−5

allic acid 9.1 × 104 2.0 × 10−6–1.0 × 10−5

atechin 8.2 × 104 2.0 × 10−6–1.0 × 10−5

hlorogenic acid 3.2 × 104 4.0 × 10−6–2.0 × 10−5

affeic acid 3.6 × 104 4.0 × 10−6–2.0 × 10−5

-Coumaric acid 4.2 × 104 4.0 × 10−6–2.0 × 10−5

erulic acid 5.6 × 104 4.0 × 10−6–2.0 × 10−5

aringin 1.6 × 104 1.0 × 10−5–5.0 × 10−5

esperidin 3.6 × 104 4.0 × 10−6–2.0 × 10−5

utin 3.0 × 104 4.0 × 10−6–2.0 × 10−5

aringenin 1.7 × 104 1.0 × 10−5–5.0 × 10−5

esperetin 2.9 × 104 3.8 × 10−6–1.9 × 10−5

uercetin 8.3 × 104 2.0 × 10−6–1.0 × 10−5

yricetin 8.9 × 104 2.0 × 10−6–1.0 × 10−5

uteolin 2.6 × 104 3.8 × 10−6–1.9 × 10−5

aempferol 2.3 × 104 8.0 × 10−6–4.0 × 10−5

pigenin 1.7 × 104 1.0 × 10−5–5.0 × 10−5

soquercitrin 2.6 × 104 6.0 × 10−6–3.0 × 10−5

osmarinic acid 6.0 × 104 4.0 × 10−6–2.0 × 10−5

scorbic acid 3.0 × 104 4.0 × 10−6–2.0 × 10−5

Naringenin 4.0 × 10−5–5.0 × 10−4 y = 1.47 × 1010c + 5985 0.9999
Hesperetin 4.0 × 10−5–5.0 × 10−4 y = 1.43 × 1010c − 81556 0.9983
Quercetin 4.0 × 10−5–5.0 × 10−4 y = 9.12 × 109c + 88516 0.9989
Luteolin 4.0 × 10−5–5.0 × 10−4 y = 9.02 × 109c − 79509 0.9990
Kaempferol 4.0 × 10−5–5.0 × 10−4 y = 7.23 × 109c − 36137 0.9996
Apigenin 4.0 × 10−5–5.0 × 10−4 y = 1.04 × 1010c − 1727 0.9999

Fig. 2. The chromatogram of a synthetic mixture of antioxidants (phenolics plus
ascorbic acid). (1) Ascorbic acid; (2) gallic acid; (3) catechin; (4) chlorogenic acid;
(5) epicatechin; (6) caffeic acid; (7) p-coumaric acid; (8) ferulic acid + sinapic acid;
(9) naringin; (10) rosmarinic acid; (11) hesperidin; (12) rutin + isoquercitrin; (13)
myricetin; (14) naringenin; (15) hesperetin; (16) quercetin; (17) luteolin; (18)
kaempferol; (19) apigenin.
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Fig. 5. The chromatogram of 70% methanolic extract of celery leaves.
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Fig. 3. The chromatogram of 70% methanolic extract of parsley.

.3. Results of plant analyses

Plant extracts, extract hydrolyzates (prepared for the purpose of
dentifying complex mixtures containing numerous flavonoid gly-
osides by converting to the corresponding aglycons), solid plant
dried plant powder) hydrolyzates, and herbal infusions were spec-
rophotometrically assayed for TAC with CUPRAC (i.e., normal and
ncubated CUPRAC methods) and ABTS; the individual antioxidants
xisting in these complex samples were identified and quantified
ith HPLC. In order to confirm qualitative identification, the change

n the peak heights of certain chromatographic bands with fixed
etention times were followed with the technique of standard addi-
ions. Fig. 3 shows the chromatogram of 70% methanolic extract of
arsley, and Fig. 4 gives the chromatogram of the same extract after
h hydrolysis. Fig. 5 shows the chromatogram of 70% methanolic
xtract of celery leaves, and Fig. 6 gives the chromatogram of the
ame extract after 4 h hydrolysis. Fig. 7 shows the chromatogram of
0% methanolic extract of nettle, and Fig. 8 gives the chromatogram
f the dried nettle hydrolyzate after 4 h hydrolysis.

The individual antioxidants of plant samples were determined
ith the help of calibration curves in HPLC (Table 4). Using the

dditivity property of TAC in a complex sample, the theoretical total
ntioxidant capacities of plant samples were calculated by mul-

iplying the concentration with the TEAC value of each identified
ntioxidant, and summing up the products. Thus, the theoretical
AC of the investigated plant material could be estimated using

ig. 4. The chromatogram of 70% methanolic extract of parsley after 4 h hydrolysis.
1) p-Coumaric acid; (2) myricetin; (3) apigenin.

w
t
c

F
c

ig. 6. The chromatogram of 70% methanolic extract of celery leaves after 4 h hydrol-
sis. (1) Chlorogenic acid; (2) myricetin; (3) luteolin; (4) apigenin.

he equation:

ACtheoretical =
n∑

ci(TEAC)i
here ci is the concentration of antioxidant constituent i found with
he help of HPLC, and (TEAC)i is the trolox equivalent antioxidant
apacity (TEAC) coefficient of constituent i with respect to a given

ig. 7. The chromatogram of 70% methanolic extract of nettle. (1) Catechin; (2)
hlorogenic acid.
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ig. 8. The chromatogram of the dried nettle hydrolyzate after 4 h hydrolysis. (1)
hlorogenic acid; (2) caffeic acid.

pectrophotometric method (either CUPRAC or ABTS). The theoret-
cal TAC (thus calculated) and experimental TAC (directly measured

ith a given spectrophotometric method) values were compared in
able 5. In Table 5, due to the lack of complete species identification
n the chromatograms of the extracts of parsley and celery leaves,
nd of information on their exact contributions to the observed TAC,
he HPLC-spectrophotometric estimates of TAC were made using
he information obtained from their hydrolyzate chromatograms.
he HPLC-spectrophotometric calculations for nettle were made
ased on the identification and quantification of species in the
hromatograms of both MeOH extracts and hydrolyzate solutions.

.4. Results of synthetic mixture analyses

The chromatograms of different possible combinations (i.e.,
ynthetic mixtures at varying concentrations) of antioxidants iden-
ified in the tested plants and of a synthetic mixture hydrolyzed for
h were recorded (figures not shown). In the chromatogram of the
ydrolyzate, it could be clearly seen that, accompanying the large
ecrease in magnitude of the chlorogenic acid peak, a new peak of

affeic acid (as a constituent of the former) emerged. Additionally,
n intense peak at 3 min, and two small peaks at approximately
7 and 29 min appeared. The experimental TAC values of the mix-
ures (the compositions of which were described in Section 2.5)
ere spectrophotometrically measured by CUPRACN, CUPRACI and

3

s

able 5
he theoretical and experimental TAC (total antioxidant capacity) values of plants in the u

ample CUPRACN CUPRACI ABTS

arsley
70% MeOH extn. 0.050 0.079 0.040
70% MeOH extn. 2 h hydrol. 0.056 0.099 0.011
70% MeOH extn. 4 h hydrol. 0.058 0.104 0.012
Solid plant, 2 h hyrol. 0.082 0.166 0.022
Solid plant, 4 h hydrol. 0.093 0.193 0.021
m-Phosphoric acid extn. 0.016 0.023 0.008

elery leaves
70% MeOH extn. 0.148 0.180 0.087
70% MeOH extn. 4 h hydrol. 0.141 0.169 0.096
Solid plant, 4 h hydrol. 0.179 0.229 0.133

ettle
70% MeOH extn. 0.076 0.097 0.058
70% MeOH extn. 4 h hydrol. 0.077 0.094 0.060
Solid plant, 4 h hydrol. 0.186 0.247 0.170
Steeped infusion 0.050 0.081 0.036
Steeped infusion hydrol. 0.078 0.116 0.027

PLC-spectrophotometric values represent the theoretically found TAC using the additivi
7 (2008) 304–313

BTS assays. The calculated HPLC-spectrophotometric capacities
TACtheoretical) of the mixtures, along with experimental TAC results,
re tabulated in Table 6.

For synthetic mixtures, the experimental CUPRAC and theoreti-
al HPLC-CUPRAC results for TAC were very close to each other. This
nding confirms that if all the antioxidants in a complex mixture
ere identified and quantified with the help of HPLC techniques,

heir contribution to the overall capacity could be envisaged,
nd the experimentally found TAC values (with the use of the
pectrophotometric CUPRAC antioxidant assay) could be correctly
stimated by theoretically calculating the TAC using the principle of
dditivity of individual antioxidant capacities (named for the first
ime in this study as ‘HPLC-CUPRAC method’ of TAC estimation).
n the other hand, if the same comparison was made between the
xperimental ABTS TAC values and the theoretically found HPLC-
BTS capacities, significant discrepancies were apparent (Table 6),
robably showing that there were inherent problems associated
ith the TAC additivity in the ABTS method of antioxidant assay.

he ABTS results were also not coherent with those of CUPRAC. It
s known from other studies in the literature that when the colored
BTS radical cation was generated with different mechanisms, the
EAC values of antioxidants varied significantly [30]. Firstly, it is not
urprising that turbidity problems were encountered in this work
sing ABTS at pH 6.0, while the ABTS radical reagent is not sta-
le above pH 6.5, and therefore Cano et al. [58] had to prepare the
eagent solution in glycine–HCl buffer at pH 4.5 to preserve its sta-
ility at room temperature. It was shown by Cano et al. [58] that the
BTS radical cation is not stable for mixtures containing a ratio of
nreacted ABTS-to-ABTS radical cation (i.e., ABTSunreacted/ABTS*+)

ess than 50, while for most assays, this critical limit in the ratio
annot be maintained for maximal stability. Due to the above rea-
ons, deviations from additivity of TAC values (of HPLC-analyzed
omponents) of antioxidant mixtures might have arisen both in the
iterature [59] and in this work, while no problems were encoun-
ered in regard to turbidity and additivity of TAC values of mixtures
sing the CUPRAC method. The data in Table 6 clearly show that the
xperimental and theoretical TAC values of antioxidants contained
n synthetic mixture solutions 1–3 (in trolox equivalent concentra-
ions) were coherent for CUPRAC but not for ABTS.
.5. Evaluation of common results for synthetic and real mixtures

The percentages of experimental antioxidant capacities of
ynthetic mixtures and plant extracts as accounted for by

nits of mmol trolox g−1 plant

HPLC-(CUPRACN) HPLC-(CUPRACI) HPLC-(ABTS)

– – –
0.043 0.067 0.051
0.034 0.062 0.049
0.049 0.074 0.056
0.035 0.069 0.054
0.008 0.011 0.009

– – –
0.068 0.097 0.053
0.069 0.095 0.049

0.062 0.069 0.038
0.043 0.067 0.051
0.034 0.062 0.049
0.049 0.074 0.056
0.035 0.069 0.054

ty principle; extn.: extraction, hydrol.: hydrolysis.
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Table 6
The experimental and theoretical TAC values of synthetic mixture solutions of antioxidants (in the units of mmol trolox equivalents L−1)

Sample CUPRACN CUPRACI ABTS HPLC-(CUPRACN) HPLC-(CUPRACI) HPLC-(ABTS)

Mixture 1 0.32 0.43 0.33 0.29 0.47 0.54
M 0
M 6
M 5
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ixture 2 0.80 0.90 0.4
ixture 3 1.29 1.41 0.7
ixture 3 (2 h hydrol.) 1.32 1.41 0.3

PLC-spectrophotometric estimates are given in Table 7. The
PLC-CUPRAC method was capable of estimating the following per-
entages of the experimental CUPRAC capacities of plant samples:
1% of nettle extract, 60–77% of different hydrolyzates of parsley,
nd 41–57% of different hydrolyzates of celery leaves. The precision
f estimation for the proposed method (i.e., 92–108%) was much
igher for synthetic mixtures.

This study has identified the essential antioxidant compounds
resent in parsley, celery leaves, and stinging nettle, measured the
otal antioxidant capacity of these compounds with CUPRAC and
BTS spectrophotometric methods, and correlated the TAC with
PLC findings. The CUPRAC spectrophotometric method devel-
ped in our laboratories was selected for TAC measurement of
lant material, because it had low cost, stable and easily avail-
ble reagents, and was capable of oxidizing both hydrophilic and
ipophilic antioxidants relatively rapidly within the protocol time
eriod of the assay. Moreover, the CUPRAC assay results were pre-
ise and reproducible, and the TAC of complex mixtures perfectly
howed the property of additivity. The CUPRAC assay worked at the
ealistic pH of 7.0 (close to the physiological pH), thereby measuring
he TAC of real samples without exaggeration (e.g., FRAP working
t pH 3.6 and Folin at pH 10 either underestimated or overesti-
ated the actual TAC, because phenolic antioxidants were either

n molecular acidic form or in totally dissociated conjugate base
orm, making their oxidation too difficult or too easy, respectively).

Since the basic plant antioxidants comprising numerous
avonoids and phenolic acids exist in plants in the form of their gly-
osides, esters, or bound to cell walls, their complete identification
y HPLC techniques is almost impossible due to the unavailabil-

ty of the corresponding standards, and therefore these glycosides
re generally converted into their aglycons by acid hydrolysis and
dentified in free forms [48]. As it is known that parsley and celery
eaves contain apigenin glycosides, a 4-h hydrolysis was sufficient

able 7
he percentages of experimental antioxidant capacities (found by spectropho-
ometry) of synthetic mixtures and plant extracts as accounted for by
PLC-spectrophotometric estimates

ample CUPRACN (%) CUPRACI (%) ABTS (%)

arsley
70% MeOH extd. 2 h hydrol. 77 68 >100
70% MeOH extd. 4 h hydrol. 56 60 >100
Solid plant, 2 h hydrol. 60 45 >100
Solid plant, 4 h hydrol. 37 35 >100
m-Phosphoric acid extract 52 46 >100

elery leaves
70% MeOH extract hydrol. 48 57 55
50% MeOH extract hydrol. 40 51 46
Solid plant hydrolyzate 39 41 37

ettle
70% MeOH extract 81 71 66
70% MeOH extract hydrol. 21 19 14
Solid plant hydrolyzate 9 7 5
Mixture 1 92 108 >100
Mixture 2 98 102 118
Mixture 3 92 95 119
Mixture 3 (2 h hydrol.) 14 15 53
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0.79 0.92 0.47
1.19 1.34 0.90
0.18 0.21 0.19

or their conversion. On the other hand, the 4-h hydrolysis produced
yricetin almost a half of that converted within 2 h. Thus, within

his relatively long period of hydrolysis, the literature-reported par-
ial degradation of myricetin [60–62] was confirmed in this study.

oreover, phenolic acids were observed to largely degrade under
hese hydrolysis conditions [60,62,63]. During the investigations
ith nettle, the high content of chlorogenic acid in the original plant

xtract could no longer be found in the hydrolyzate. On the other
and, the presence of caffeic acid in the hydrolyzate in spite of its
bsence in the original extract hints to the possible conversion of
ome chlorogenic acid into caffeic acid [64].

In a study in which the contribution of phenolic species to the
bserved total antioxidant capacity of plum was investigated [59],
en polyphenolic compounds including chlorogenic acid, cyani-
in, cyanidin glycosides, peonidin, peonidin-3-glycoside, quercetin,
nd quercetin glycosides were identified and quantified by HPLC.
he HPLC-determined concentrations of individual phenolics mul-
iplied by their ascorbic acid-equivalent capacities with respect to
he ABTS method were summed up, and this calculated TAC was
ound to be smaller than the experimental TAC measured with
he ABTS method in the same (ascorbic acid) units. This differ-
nce between the calculated and actual values was attributed to
atrix variations, and to minor antioxidant constituents contained

n the samples such as carotenoids and vitamin C. In this study,
PLC-spectrophotometry combinations were carried out to esti-
ate the theoretical TAC as trolox equivalents of complex samples

sing the chromatographic standards of the most widely encoun-
ered antioxidants. In the hydrolyzates (at 2- and 4-h operations)
f synthetic mixtures and plant materials, the pH adjustment to
H 6.0 with the addition of NaOH produced turbidity of ABTS
ssay samples before the 6th min measurement. Therefore, acidic
amples were appropriately diluted without pH adjustment prior
o ABTS assay measurement. Looking at the results tabulated in
able 7, there were great discrepancies between the ABTS spec-
rophotometric measurements (experimental TAC) and HPLC-ABTS
stimates (theoretical TAC). On the other hand, there was a harmon-
cal relationship with the analogic CUPRAC results, arising from the
alidity of the principle of additivity of TAC in CUPRAC.

The two-way ANalysis Of VAriance (ANOVA) comparison by the
id of F-test of the mean-squares of ‘between-treatments’ (i.e., the-
retically expected HPLC-CUPRAC absorbance and experimentally
ound CUPRAC absorbance of different samples in Table 6) and of
esiduals [65] for synthetic mixtures 1–3 (excluding the hydrolyzed
ixture 3) enabled to conclude that there was no significant dif-

erence between treatments. In other words, the experimentally
ound CUPRAC results and theoretically expected HPLC-CUPRAC
alculations were alike at 95% confidence level (using paired com-
arisons of either CUPRACN and HPLC-CUPRACN treatment data, or
f CUPRACI and HPLC-CUPRACI treatment data). On the other hand,
here was significant difference between samples with respect to
oncentration of antioxidants (i.e., the residual mean-square was

uch greater than ‘between-sample’ mean-square at 95% confi-

ence level). The ANOVA treatment of relatively limited data also
howed that the experimental ABTS measurements significantly
iffered from HPLC-ABTS calculations, probably due to the lack of
dditivity of TAC values of synthetic mixture components in the
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BTS method under the employed conditions. To summarize the
tatistical test results, the experimental and computational (theo-
etical) TAC values of antioxidants contained in synthetic mixture
olutions 1–3 (in trolox equivalent concentrations) were coherent
or CUPRAC but not for ABTS.

The HPLC-CUPRAC method was capable of estimating the fol-
owing percentages of the experimental CUPRAC capacities of plant
amples: 81% of nettle extract, 60–77% of different hydrolyzates
f parsley, and 41–57% of different hydrolyzates of celery leaves.
ince the estimation percentages for synthetic mixtures were larger
Table 7), it was obvious that any deviations from ideal estimation
n the proposed HPLC-CUPRAC procedure resulted from incom-
lete identification or conversion of flavonoid glycosides and/or
annin polymers in the tested samples. This argument can be fur-
her extended to claim that if all the antioxidants in a complex

ixture could be identified and quantified with HPLC, it would be
ossible to roughly estimate the actual (experimental) TAC of the
ixture with the proposed procedure thanks to the validity of the

dditivity of TAC in the CUPRAC method.

. Conclusions

This work brings several contributions to food analytical chem-
stry (specifically antioxidant assays) briefly summarized as: (i)
eporting the trolox equivalent antioxidant capacities of several
henolic antioxidants – not assayed previously – with respect to
he CUPRAC method; (ii) modifying the mobile phase of gradient
lution in HPLC analysis of phenolic antioxidants where resolution
n the separation of phenolic acids and flavonoids is not appre-
iably high; (iii) developing a novel method of estimation of the
UPRAC total antioxidant capacity of antioxidant mixtures and
lant extracts utilizing the principle of additivity of the capaci-
ies of individual constituents identified and quantified by HPLC.
he sum of the products of the concentrations of HPLC-identified
ntioxidant constituents in plant extracts and their TEAC coeffi-
ients (with respect to the CUPRAC method) gave the theoretically
alculated TAC values, which accounted for a large percentage of
xperimental TAC values measured by CUPRAC spectrophotome-
ry. Thus, the ‘HPLC-CUPRAC method’ is proposed for the first time
n this study to give a reliable estimate of the actual antioxidant
apacity of plant extracts and hydrolyzates.

The proposed HPLC-CUPRAC method enables a realistic compar-
son of antioxidant constituents of plant extracts and hydrolyzates
y HPLC analysis, and of their calculated TAC values (without per-
orming the actual antioxidant assay) in trolox equivalents. This
omparison is certainly more meaningful than that of total pheno-
ic contents made on a mass basis [45]. Since the additivity property
f TAC with respect to the proposed method proved to be precisely
alid for synthetic mixtures and approximately valid for real mix-
ures of antioxidants, it becomes feasible to roughly estimate the
xperimental TAC of complex antioxidant mixtures such as plant
xtracts and hydrolyzates on the condition that all the antioxidants
ontained therein be properly identified and quantified by HPLC.

The additivity of TAC with HPLC-CUPRAC is approximately valid
or real mixtures of antioxidants, because real mixtures contain
avonoids, their glycosides, their many additional configurational
nd conformational isomers as well as their oligomers or polymers,
nd it is almost impossible to find the exactly matching standards
or their HPLC analysis. As a result, the chromatographic peaks of
ertain isomers may easily overlap, and render their precise HPLC

stimation and quantification almost impossible. Continuously
eveloping LC/MS/MS techniques for complete characterization of
lant polyphenolics face the bottlenecks of insufficiency of data
rocessing and available reference compounds. Thus, we cannot
peak of a “one-to-one correspondence” between the experimental

[

[

[

7 (2008) 304–313

UPRAC and computational HPLC-CUPRAC results of real mixtures,
nd the proposed methodology of this work may be considered suc-
essful if a high percentage of the observed CUPRAC absorbance of
real mixture can be compensated for by a HPLC-CUPRAC compu-

ational procedure.
The CUPRAC total capacities of the 70% MeOH extracts of studied

lants (in the units of mmol trolox g−1 plant) were in the order:
elery leaves > nettle > parsley.
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25] K. Güçlü, K. Sözgen, E. Tütem, M. Özyürek, R. Apak, Talanta 65 (2005) 1226.
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a b s t r a c t

Two new amperometric biosensors based on immobilization of acetylcholinesterase on a sonogel-carbon
electrode for detection of organophosphorous compounds are proposed. The electrodes were prepared
applying high-energy ultrasounds directly to the precursors. The first biosensor was obtained by simple
entrapping acetylcholinesterase in Al2O3 sol–gel matrix on the sonogel-carbon. The second biosensor was
produced in a sandwich configuration. Its preparation involved adsorption of the enzyme and modification
via a polymeric membrane such as polyethylene glycol and the ion-exchanger Nafion. The optimal enzyme
eywords:
onogel-carbon electrode
nzymatic inhibition

loading was found to be 0.7 mIU. Both biosensors showed optimal activity in 0.2 M phosphate buffer, pH
7.0, at an operating potential of 210 mV. The detection limit achieved for chlorpyriphos-ethyl-oxon was

−10 incub
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rganophosphorus pesticides 2.5 × 10 M at a 10-min

. Introduction

Organophosphorous pesticides (OPs) have been widely used for
ecades in agriculture, medicine, industry and even as chemical
arfare agents in military practice. Meanwhile, their presence in

he environment is very harmful for human health. The methodol-
gy optimization study for the detection of OPs is thus quite crucial
or analytical researchers especially when the versatility and the
ost of the analytical system are taken into account [1–6].

Electrochemistry affords high sensitivity, simple sample treat-
ent, inexpensive instruments, easily operation procedure and

t is an ideal analytical technique for in situ analysis. Ampero-
etric biosensors based on the inhibition of acetylcholinesterase

nzyme (AChE) using screen printed electrodes (SPE) have shown
atisfactory results for real sample analysis [7], in which the acetyl-
holinesterase activity is employed as an indicator of quantitative
easurement of OPs. The relevant reactions are described as fol-
ows:

cetylthiocholine + H2O
AChE−→thiocholine + acetic acid (1)

∗ Corresponding author.
E-mail address: jlmarty@gala.univ-perp.fr (J.-L. Marty).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.06.010
ation time.
© 2008 Elsevier B.V. All rights reserved.

hiocholine
anodic oxidation−→ dithio-bischoline + 2H+ + 2e− (2)

he amperometric response of AChE biosensors, i.e. the anodic
xidation current resulting from the thiocholine (TCH) formed by
nzymatic hydrolysis of acetylthiocholine (ATCH), is inversely pro-
ortional to the concentration of OPs in the sample.

The employment of sol–gel technology to produce ceramics
ased bio-sensitive materials [8–13]. This interest is due to inher-
nt advantages such as its relative chemical inertness, simplicity
f preparation, negligible swelling in solution, low-temperature
ncapsulation and high sensitivity; these properties contribute to
he effective preservation of the chemical and biological activ-
ties of the entrapped molecules. Among these electrodes, the
onogel-carbon electrodes, developed by some of us [14,15], show
ery favourable electroanalytical properties that facilitate the easy
ncorporation of numerous receptor molecules, which can notably
mprove the selectivity and sensitivity of the electrode compared
s compared with classical electrodes [16–22].

Methods used for the immobilization of acetylcholinesterase are
ntegral to the success of the sensor. Studies exploring different

echniques are of great interest. Several ways of immobilization
re being developed at the present. Among these are the immo-
ilization on 3-mercaptopropionic acid SAM gold electrode [23],
r on gold nanoparticles embedded in sol–gel film [24]. Immobi-
ization on screen printed electrodes was previously reported [25].
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substrate. For AChE sensors, the matrix pH must be kept below 9 to
allow for the requisite chemical hydrolysis to occur [27]. Thus, all
experiments, including inhibition studies, were performed at pH
7.0.
18 H. Zejli et al. / Tala

evertheless, as far as we know, the immobilization on alumina
ol–gel has not been explored. In the present paper, we propose
lumina sol–gel for immobilization of AChE; furthermore we have
mployed a basis not used either with this aim and developed
y some of us, the sonogel-carbon electrode. This constitutes the
ovelty of the paper, and it must be added to the good detection lim-

ts attained in the detection of organophosphorous pesticides. The
bjective proposed for the present studies was to seek new electro-
hemical biosensors for pesticide determination. The experimental
arameters affecting the response of all resulting biosensors are
iscussed.

. Materials and methods

.1. Apparatus and reagents

Methyltrimethoxysilane was purchased from Merck, HCl from
anreac (Barcelona, Spain) and graphite powder (spectroscopic
rade RBW) was from SGL Carbon (Ringsdorff, Germany). Acetyl-
holinesterase was purchased from Sigma (St. Louis, MO, USA);
H2PO4 and K2HPO4 for phosphate buffer were from Fluka (Buchs,
witzerland). High purity water was obtained by passing twice
istilled water through a Mill-Q system (18 m� cm−1, Millipore,
edford, MA). All pesticide compounds tested in this work of ana-

ytical grade, and purchased from Sigma. Glass capillary tubes,
.d. 1.15 mm, were used as the bodies for the composite elec-
rodes. Al2O3 sol–gel was prepared as described in the literature
26]. Chronoamperometric measurements were performed with an
utolab PGSTAT20 Potentiostat/Galvanostat (Ecochemie, Utrecht,
he Netherlands) interfaced with a personal computer using the
utolab software GPES for wave form generation and data acquisi-
ion and elaboration. A 600-W model, 20 KHz ultrasonic processor
Misonix Inc., Farmingdale, NY) equipped with a 13-mm titanium
ip was used. The ultrasonic processor was inside a closed sound
roof chamber during operation.

Electrochemical impedance spectroscopy (EIS) measurements
ere performed with a Voltalab 10 type PGZ 100 from Radiometer.

cannig electron microscopy (SEM) studies were performed with a
EOL microscope, JSM 5400 type.

All electrochemical experiments were carried out in a cell con-
aining 10 ml of an aerated 0.2 M phosphate buffer solution at pH
.0 and 22(±1) ◦C; the three electrodes system consisted of an
ChE/Al2O3/modified sonogel-carbon, an Ag/AgCl (3 M KCl) and a
latinum wire electrodes as working, reference and auxiliary elec-
rodes, respectively. A magnetic stirrer and stirring bar were used
o provide continuous convective transport during the measure-

ents.

.2. Biosensor fabrication

The unmodified sonogel-carbon electrode was prepared as
escribed previously [14,15]. Before modification, the electrodes
ere polished with emery paper No. 1200 to remove extra compos-

te material, wiped gently with weighing paper, thoroughly washed
ith deionized water and allowed to dry at room temperature.

The first type of biosensor was obtained by depositing 50 �l
f AChE (0.7 mIU in Al2O3 sol), onto the sonogel-carbon elec-
rode. The enzymatic membrane was subsequently gelatinized
ompletely in the refrigerator (4 ◦C) for 24 h. All the prepared

ChE/Al2O3/Sonogel-scarbon biosensors were stored in buffer
olution (pH 7.0, 0.2 M) in the refrigerator (4 ◦C) before use.

The second, sandwich configured biosensor was prepared as fol-
ows: tyrosinase powder was dissolved in phosphate buffer of pH
.0; in the first step, 50 �l of this solution (0.7 mIU) were placed

F
p
i

(2008) 217–221

nto the surface of an unmodified sonogel-carbon electrode and
llowed to adsorb and dry at room temperature. In the second step,
.5 �l of Nafion solution (0.5% in a mixture of lower-aliphatic alco-
ols and water) or PEG solution (5% in a mixture of water) were
pread on the enzyme film. The resulting biosensors were stored
or a minimum of 8 h to dry in a refrigerator at 4 ◦C. All biosensors
ere washed carefully with buffer solution before and after each
anipulation, and were stored by immersing in a phosphate buffer

olution of pH 7.0 at 4 ◦C when not in use.

. Results and discussion

.1. Cyclic voltammetric studies

The electrochemical behaviour of the proposed
ChE/Al2O3/sonogel-carbon biosensor versus acetylthiocholine
as examined. Fig. 1 shows the cyclic voltammogram of the sensor

n phosphate buffer (pH 7.0) at a scan rate of 100 mV s−1. No
esponse was observed in absence of acetylthiocholine, whereas
n presence of the substrate an anodic wave was clearly observed;
his wave corresponds to the oxidation of the thiocholine released
rom acetylthiocholine via enzymatic hydrolysis.

.2. Enzyme loading and pH studies

The influence of enzyme loading in the Al2O3 sol–gel matrix was
tudied and the responses of the biosensors in presence of a 1-mM
ubstrate concentration are shown in Fig. 2. As can be seen, the
esponse of the biosensor increases with the increasing amount of
he enzyme, first rapidly and then slowly; in all cases the stability of
he response was quite good. For a loading of 0.7 mIU of the enzyme,
he current intensity was almost as good as for 1.5 mIU. Thus, AChE
oading was set at 0.7 mIU for subsequent studies to conserve the
nzyme while retaining comparable sensitivity.

The pH dependence of the enzyme electrode over the range
.0–9.6 in 0.2 M phosphate buffer in the presence of 100 mM
ubstrate is illustrated in Fig. 3. The resulting profile indicated max-
mum sensitivity of the enzyme electrode at pH 7.0, corresponding
o the optimum pH for the reaction between the enzyme and the
ig. 1. Cyclic voltammograms of AChE/Al2O3/sonogel-carbon electrode in 0.2 M
hosphate buffer, pH 7.0, (a) without acetylthiocholine and (b) with 1 mM acetylth-

ocholine.
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ig. 2. Effect of enzyme loading into sol–gel matrix on the response of biosensor
ystem, 0.2 M phosphate buffer, pH 7.0, applied potential 210 mV.

.3. Reproducibility and stability of the enzyme electrodes

At a concentration of 1 mM acetylthiocholine, the Al2O3/sol–gel
iosensors showed a signal of 2.02 �A and a quite good repro-
ucibility. Electrodes prepared in the same batch demonstrated
standard deviation of 1.4% (n = 11). When the enzyme electrode
as stored in the refrigerator at 4 ◦C between measurements, it

etained 98% of initial current response after 20 assays. If the cur-
ent response was measured once a day, after the intermittent use
ver a 50-day period, it retained 50% of its initial current response.
n the same 50-day period we can use these sensors for more than
00 assays.

These results demonstrate that sol–gel film is very efficient for
etaining the activity of acetylcholinesterase with a good long-term
tability. This is attributed to the fact that the method provides

mild immobilization process. Specifically, the method does not

nvolve any additive that results in chemical modification and foul-
ng of the enzyme molecules. This allows the enzyme to maintain
ts activity to a large extent. Also, the sol–gel contains numer-

ig. 3. Effect of pH on the enzyme response for a substrate concentration of 1 mM,
.2 M phosphate buffer, pH 7.0, applied potential 210 mV.
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ig. 4. Inhibition curves of AChE by Chlorpyrifos-ethyl-oxon after 10 min incubation.
easurement conditions: 0.2 M phosphate buffer, pH 7.0, applied potential: 210 mV,
mM acetythiocholine substrate concentration.

us hydroxyl groups which can form strong hydrogen bonds with
cetylcholinesterase and sol–gel cages for enzyme loading.

.4. Detection of pesticides

It is well known that numerous pesticides can be determined
sing the signal inhibition that they cause in several (bio)sensors.
ChE sensors have been used to carry out inhibition studies with
hree pesticides: Paraoxon, dichlorvos, and chlorpyriphos-ethyl-
xon. In order to obtain a lower-detection limit, an incubation time
f 10 min was selected for inhibition measurements. The detec-
ion limit was calculated as the concentration of pesticide resulting
n 20% inhibition [27]. Inhibition curves for chlorpyriphos-ethyl-
xon with immobilized AChE by two methods are presented in
ig. 4. The greatest inhibition was obtained with alumina sol–gel
nd may be attributed to the microenvironment surrounding the
nzyme, because in the sol–gel. This may be due to the microenvi-
onment encaging the enzyme. The sol–gel pores or cages are easily
ccessed by the substrate pesticide in the buffered electrolyte solu-
ion, whereas the PEG and Nafion membranes operate as diffusion
arriers which impose kinetic limitation and restrict access to the
ctive sites of the enzyme, thus affecting the detection limit and
he sensitivity of these sensors.

Our results, presented in Table 1, are comparable or better than
ChE screen-printed electrodes described in the literature [28–32].

n all these previous cases, the enzyme was immobilized by glu-
araldehyde, PVA, silica sol–gel or metal-chelate affinity and a
onsiderable enzyme amount was loaded on each screen. Fig. 5
hows the inhibition of the three pesticides with AChE immobi-
ized in the same matrix (alumina sol–gel) employing an incubation
ime of 10 min. The higher inhibition is obtained for chlorpyriphos-
thyl-oxon.
.5. EIS measurements

In order to confirm the presence of enzyme onto the surface
f sonogel, EIS measurements were performed. The impedance
pectra were collected at 210 mV (vs. SCE) in a frequency range

able 1
omparison between the three pesticides, 0.2 M phosphate buffer, pH 7.0, applied
otential: 210 mV, 1 mM acetylthiocholine

esticide Limit of detection

araoxon (M) 7.5 × 10−9

ichlorvos (M) 5.0 × 10−10

hlorpyrifos-ethyl-oxon (M) 2.5 × 10−10
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Fig. 5. Inhibition curve of AChE immobilized in Al2O3 sol–gel matrix by paraoxon
(
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Px), dichlorvos (DV) and chlorpyriphos-ethyl-oxon (Cp-ox), 10 min incubation.
easurement conditions: 0.2 M phosphate buffer, pH 7.0, applied potential: 210 mV,
mM acetylthiocholine substrate concentration.

rom 100 kHz to 10 MHz with AC amplitude of 5 mV. Fig. 6A
hows the Nyquist plot for the AChE-free modified sonogel-carbon
lectrode. If we use the Randles equivalent circuit model, the calcu-
ated (Voltamaster 4.0 software) charge transfer resistance Rct and
he double layer capacitance Cd are successively: 50 k� cm2 and
�F cm−2, respectively.

On the other hand, Fig. 6B also exhibits an arc-like Nyquist plot
or the AChE/Al2O3/sonogel-carbon electrode system. The electrical
arameters calculated were: Rct = 38 k� cm2 and Cd = 41.8 �F cm−2.

t appears clearly from these data that the capacitance at the inter-
ace increases when the AChE onto the sonogel-carbon electrode.

he observed decrease of the charge transfer resistance means also
hat AChE/Al2O3/sonogel-carbon system favours the electron trans-
er reaction at the electrode surface.

ig. 6. Nyquist plot for (A) Al2O3/sonogel-carbon electrode and (B)
ChE/Al2O3/sonogel-carbon electrode.
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ig. 7. Scanning electron micrograph of (A) Al2O3 sol–gel/sonogel-carbon electrode
nd (B) AChE/Al2O3 sol–gel/sonogel-carbon electrode, obtained at 25.0 kV with a
00× zoom.

.6. SEM measurements

The results of morphological studies conducted on
l2O3/sonogel-carbon and AChE/Al2O3/sonogel-carbon are shown

n Fig. 7A and B. The SEM of Al2O3/sonogel-carbon indicates
hat the film is uniform. The SEM of AChE/Al2O3/sonogel-carbon
hows granular (porous) structure which confirms the presence of
nzyme.

. Conclusion

A new procedure to successfully immobilize acetyl-
holinesterase on a sonogel-carbon electrode is proposed. The
nzyme is easily immobilized on the electrode surface employing
l2O3 and a simple sol–gel technology which requires minimal
reparation time. The enzyme is well immobilized in sol–gel
atrix, retains satisfactory enzymatic catalytic activities and

he carbon provides the electric conductivity. The present study
emonstrates that this simple encapsulation procedure for the
evelopment of electrochemical biosensors is highly sensitive
o the pesticide studied. The developed biosensor showed quite
table and good responses towards substrate and inhibitors and
ould be applied to monitoring of other organophosphorous
ompounds.
cknowledgement
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a b s t r a c t

An ionic liquid modified carbon paste electrode (IL/CPE) had been fabricated by using hydrophilic ionic
liquid 1-amyl-3-methylimidazolium bromide ([AMIM]Br) as a modifier. The IL/CPE was characterized by
scanning electron microscope and voltammetry. Electrochemical behavior of rutin at the IL/CPE had been
investigated in pH 3.29 Britton–Robinson (B–R) buffer solution by cyclic voltammetry (CV) and square
wave voltammetry (SWV). The experimental results suggested that the modified electrode exhibited an
eywords:
oltammetry

onic liquid
arbon paste electrode
utin

electrocatalytic activity toward the redox of rutin. The electron transfer coefficient (˛) and the standard
rate constant (ks) of rutin at the modified electrode were calculated. Under the selected conditions, the
reduction peak current was linearly dependent on the concentration of rutin in the range of 4.0 × 10−8 to
1.0 × 10−5 mol L−1 (r = 0.9998), with a detection limit of 1.0 × 10−8 mol L−1 (S/N = 3). The relative standard
deviation (R.S.D.) for six times successful determination of 8.0 × 10−7 mol L−1 rutin was 1.2%. The proposed
method was applied to determine rutin in tablet and urine sample. In addition, the IL/CPE exhibited a
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distinct advantage of simp

. Introduction

Ionic liquids (ILs) are ionic compounds consisting of organic
ations and various kinds of anions, which are liquids at ambi-
nt or even far below ambient temperature. ILs have many specific
hysicochemical properties such as high chemical and thermal sta-
ility, good ionic conductivity, negligible vapor pressure and wider
lectrochemical windows [1,2]. They have been widely used in the
eld of electrochemistry [3], organic synthesis [4], material science
5], liquid–liquid extraction processes [6,7] and biocatalysis [8–10].
here are a lot of reports on the use of ILs for electrode preparation.
ome of them are concerned with deposition of ionic liquid on elec-
rode surface during the oxidation of neutral organic liquid micro-
roplets [11]. Others are concerned with using composite material
uch as Nafion–IL composite film [12], gel containing ILs and multi-
alled carbon nanotubes [3], polymer/ILs [13] or molecular films
f ILs [14,15] to fabricate modified electrode. The electrochemistry

f small molecules such as nitrite, nitric oxide, uric acid, chlorpro-
azine and dopamine had been investigated on the IL composite

lm modified electrode [3,16–18]. A carbon composite electrode
y using hydrophobic RTILs as a new binder was fabricated by

∗ Corresponding author. Tel.: +86 29 88302077; fax: +86 29 88303448.
E-mail address: Zhengjb@nwu.edu.cn (J. Zheng).

c
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c
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t
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.06.032
eparation, surface renewal, good reproducibility and good stability.
© 2008 Elsevier B.V. All rights reserved.

akeli et al. [19], which provided a remarkable increase in the
ate of electron transfer and decreased the overpotentials of some
rganic substances. The electrooxidation processes of some pheno-
ic compounds were further investigated on this kind of IL modified
lectrode [20–22]. Sun et al. also demonstrated that carbon ionic
iquid electrode had some specific characteristics and the direct
lectrochemistry of Hb was successfully studied on the surface of
arbon ionic liquid electrode [23,24]. To our knowledge, there was
o report about the fabrication of chemical modified carbon paste
lectrode by using hydrophilic ionic liquid [AMIM]Br as a modifier.

Rutin is a kind of flavonoid glycoside, called as vitamin P. Rutin
as been shown to act as a scavenger of various oxidizing species,

.e. superoxide anion (O2
−), hydroxyl radical and peroxyl radicals.

s a result of these biological effects, its several pharmacologi-
al activities have been widely exploited including antibacterial,
ntiinflammatory, antitumor, antiallergic, antiviral and antiproto-
oal properties [25–28]. Hence, the quantification of rutin is of
onsiderable interest. Some analytical methods, including capil-
ary electrophoresis [29], adsorptive stripping voltammetry [30],
hemiluminescence [31], HPLC [32], sequential injection analysis
33], spectrophotometry [34] and sensor [28,35] have been applied

o determine rutin.

In the present work, an IL/CPE had been fabricated by using
AMIM]Br as a modifier. The IL/CPE was characterized by scanning
lectron microscopy and voltammetry. The electrochemical behav-
or of rutin at the IL/CPE was investigated in detail by CV and SWV.
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Potassium ferricyanide was selected as a probe to evaluate the
performance of the CPE and the IL/CPE. Fig. 2 showed electrochem-
ical responses of the CPE and the IL/CPE in 6.0 × 10−4 mol L−1 K3
[Fe(CN)6] + 0.1 mol L−1 KCl solution, respectively. At the CPE, the
peak-to-peak potential separation (�Ep) was 0.240 V, correspond-
Fig. 1. SEM images

he ˛ and the ks of rutin at the modified electrode were calculated.
n addition, a novel method for the determination of rutin with
imple, sensitive and rapid characteristics was developed.

. Experimental

.1. Reagents and solution

Amyl bromide (Shanghai Shiyan Reagent Corporation, Shanghai,
hina) and ethyl acetate (Tianjin Chemical Reagent Corporation,
ianjin, China) were of analytical reagent grade. The purity of 1-
ethylimidazole was 99% (w/w%, Kaile Chemical Reagent Factory,

hejiang, China). High purity graphite powder (Shanghai Carbon
lant, Shanghai, China) and paraffin liquid (AR, Kermel Center
f Chemical Reagent, Tianjin, China) were used without further
reatment. All other chemicals were analytical grade. Ionic liquid
AMIM]Br was prepared following the procedures described in lit-
rature [36].

All solutions were prepared with ultrapure water obtained from
Milli-Q water purification system. B–R buffer solutions with var-

ous pH values were used as supporting electrolytes. Rutin was
urchased from Sigma and a 5.0 × 10−4 mol L−1 stock solution was
issolved in 10% (v/v) ethanol and prepared in pH 3.29 B–R buffer
olution. Other solutions were prepared from the stock solution by
ppropriated dilutions with the same buffer solution.

.2. Apparatus

CV and SWV experiments were performed on a CHI660A elec-
rochemical workstation (Shanghai Chenhua Co., China) controlled
y a microcomputer with CHI660 software. A three-electrode sys-
em was used, where a saturated calomel electrode (SCE) served
s the reference electrode, a platinum wire electrode served as the
uxiliary electrode and an IL/CPE or a CPE served as the working
lectrode. All the following potentials reported in this work were
ersus the SCE. DL-180 ultrasonic apparatus (Haitian Electronic
pparatus Company, Zhejiang, China) was applied in ultrasonic
xperiment. The surface morphologies of the prepared electrodes
ere observed through SEM on JEOL JSM-6700F at an accelerating

oltage of 20 kV.
.3. Electrode preparation

Firstly, a mixture of [AMIM]Br and paraffin liquid in varying vol-
me ratio (v/v) was ultrasonically dispersed for 5 min, then 0.5 mL

F
+

CPE and (b) IL/CPE.

f the mixture was mixed by hand with 1.0 g graphite powder to
orm a homogeneous carbon paste. This ionic liquid modified car-
on paste was tightly packed into a cavity (3.0 mm diameter) of
PVC tube and the electrical contact was established via a cop-

er steel handle. The resulting electrode was recorded as IL/CPE.
he preparation process of CPE was similar to that of the IL/CPE
ut a replacement of the mixture with paraffin liquid. Prior to use,
he surface of the well-prepared electrode was smoothed with a
eighing paper.

. Results and discussion

.1. Characterization of the IL/CPE

Fig. 1 compared the morphological features of CPE and the
L/CPE using SEM. The CPE was characterized by a surface formed
y irregularly shaped flakes of graphite that were isolated and each
ayer could be clearly distinguished (Fig. 1a). The SEM image of
L/CPE became more uniform and no separated carbon layers could
e observed, showing the good adherence of [AMIM]Br to graphite
ue to its high viscosity (Fig. 1b).
ig. 2. CV curves of (a) CPE and (b) IL/CPE in 6.0 × 10−4 mol L−1 K3[Fe(CN)6]
0.1 mol L−1 KCl solution, scan rate 0.1 V s−1.
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F solution at (a) CPE and (b) IL/CPE. In (A) scan rate 0.15 V s−1 and in (B) amplitude 0.035 V,
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ig. 3. CV (A) and SWV (B) curves of 5.0 × 10−6 mol L−1 rutin in pH 3.29 B–R buffer
requency 15 Hz, quiet time 120 s.

ng to an irreversible electron transfer process (Fig. 2a). While at
he IL/CPE, the �Ep was decreased to 0.082 V, indicating a quasi-
eversible electron transfer process. Furthermore, the peak currents
f K3 [Fe(CN)6] at the IL/CPE were much bigger than that at the
PE. Above experimental results showed the superiority of IL/CPE
o CPE in terms of improving reversibility and enhancing sensitivity.
ll these were attributed to the use of ILs as a modifier. There-

ore, ILs played an important role in improving the electrochemical
erformance of the IL/CPE.

.2. Voltammetric behavior of rutin at the IL/CPE

Fig. 3 showed electrochemical responses of an IL/CPE and a CPE
n 5.0 × 10−6 mol L−1 rutin + B–R solution (pH 3.29), respectively.

At the CPE and the IL/CPE, rutin showed a pair of redox peaks
Fig. 3A), with oxidation peak potential (Epa) of 0.502 V and reduc-
ion peak potential (Epc) of 0.447 V. However, the peak current of
utin at the IL/CPE was much larger than that at the CPE, it was about
.1 times of that at the CPE by SWV (Fig. 3B). Thus, the modified
lectrode exhibited an electrocatalytic activity toward the redox
f rutin. This result further testified the superiority of IL/CPE to
PE, indicating the use of ILs as a modifier facilitated the electron
ransfer between rutin and electrode.

.3. Influence of rutin concentration and potential scan rate

The changes of the peak current with the variety of rutin con-
entration were investigated by CV. Fig. 4 exhibited the effect

f the concentration of rutin on Ipc/c, showing that Ipc/c was
educed rapidly with the increase of rutin concentration, and then
radually tended to the stable value. This confirmed that the elec-
rode process was transferred from adsorption-controlled mode to
iffusion-controlled mode [37].

a
t
t
c
a

ig. 5. CV curves (A) and linear relationship of Ip vs. v (B) of 5.0 × 10−6 mol L−1 rutin in pH
.25, 0.30, 0.35, 0.40 V s−1.
ig. 4. Effect of the concentration of rutin on Ipc/c in 0.1 mol L−1 B–R buffer solution
pH 3.29) at scan rate of 0.15 V s−1 and quiet time of 120 s.

The influence of potential scan rate (v) on Ip of 5.0 × 10−6 mol L−1

utin at the IL/CPE was studied by CV at various sweep rates.
s shown in Fig. 5A, the peak currents of rutin grow with

he increasing of scan rates and there are good linear relation-
hips between the peak currents and v (Fig. 5B). The regression
quation is Ipc = 0.931 + 45.23v (Ipc: �A, v: V s−1, r = 0.9981);

pa = −0.649–53.41v (Ipa: �A, v: V s−1, r = 0.9994), indicating the
edox process of 5.0 × 10−6 mol L−1 rutin at the IL/CPE was
dsorption-controlled. A further evidence of the adsorption of rutin

t the surface of the IL/CPE is the restraint effect of surfactant on
he peak current because competitive adsorption would happen at
he surface of electrode [38]. In 0.1 mol L−1 B–R (pH 3.29) solution
ontaining 5.0 × 10−6 mol L−1 rutin, a small quantity of polyvinyl
lcohol, diphenylguanidine, sodium dodecyl sulfonate, hexadecyl

3.29 B–R buffer solution at IL/CEP. Scan rate (inner to outer): 0.05, 0.10, 0.15, 0.20,
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Fig. 6. Relationship between Ep and logarithm of potential scan rate.

yridine bromide, cetyl trimethyl ammonium bromide, were added
nto the solution, respectively. As expected for an adsorption-
ontrolled process, all these surfactants decreased the peak current
f rutin in different degree. According to the above results, it could
e deduced reasonably that rutin was firstly adsorbed on the sur-
ace of the electrode and then the electrode reaction was followed.

The influence of v on the peak potentials of rutin was also inves-
igated. With the increase of v the oxidation peak potential was
ositively shifted and the reduction peak potential was negatively
hifted, indicating that the redox reversibility of rutin was impaired.
ccording to above results, the electron transfer kinetics of rutin at

he IL/CEP can be obtained by using the approach developed by Lav-
ron [39], when the �Ep is higher than 0.200 V/n, the relationship
etween the peak potential Ep and the scan rate can be expressed

n Eq. (1):

p = f (lg �) (1)

ig. 6 provided the variations of peak potentials with the logarithm
f the scan rate at the IL/CEP.

At higher scan rates, the peak potentials and log v show lin-
ar relationships with the slope of −0.05086 for cathodic peak
nd 0.07012 for anodic peak, respectively. The number of electrons
nvolved in the electrode reaction of rutin was 2 [40,41]. For cath-
de peak, the slope value is −2.3 RT/˛nF, and for anode peak, the
lope value is 2.3 RT/(1 − ˛)nF. So the electron transfer coefficient ˛
as calculated to be 0.46. And ks, the electron transfer rate constant

f reaction, is expressed in Eq. (2):

g ks = ˛ lg(1−˛)+(1−˛)lg ˛−lg
(

RT

nFv

)
−

(
˛(1 − ˛)nF�Ep

2.3RT

)

(2)

here ˛ is the electron transfer coefficient, n is the number of elec-
rons involved in the reaction and �Ep is the peak-to-peak potential
eparation. The resulting value of ks is 3.5 (R.S.D. 1.8%).

.4. Influence of the ratio of IL and paraffin liquid

As mentioned above, [AMIM]Br is a hydrophilic ionic liquid,
t cannot be directly used as a binder. However, the mixture of
AMIM]Br and liquid paraffin with appropriate ratio could be

sed as binder. The volume ratio (v/v) of [AMIM]Br/liquid paraf-
n showed obvious influence on the stability and sensitivity of the
odified electrode. When enhancing the ratio from 1/6 to 2/3, the

eak current of rutin increased and peak shape unchanged. When
he ratio exceeded 2/3, the peak current tended to be unstable and

d

R
8
w

77 (2008) 325–330

he background current remarkably increased. In a same rutin solu-
ion the maximum and steadiest current was observed at the ratio
f 2/3. So, the volume ratio of [AMIM]Br/paraffin was fixed at 2/3
n this work.

.5. Influence of supporting electrolyte and pH

The types of supporting electrolytes played a key role in
he voltammetric responses of rutin. The current responses of
.0 × 10−6 mol L−1 rutin were estimated in different support-

ng electrolytes such as Na2HPO4–KH2PO4, NaAc–HAc, sodium
itrate–HCl, tartaric acid–sodium tartrate and B–R buffer solution.
he results showed that higher peak current and better peak shape
ould be obtained in B–R buffer solution. Therefore, B–R buffer
olution was adopted.

The effect of pH of B–R buffer solution, which ranged from
.29 to 9.06, on the response of 8.0 × 10−6 mol L−1 rutin was inves-
igated. The reduction peak potential of rutin was found to be
ependent on pH and linear shifted to negative potential with
he increase of pH. The linear relationship between Epc and the
H was Epc = 0.61–0.051 pH (r = 0.9982), a slope of −0.051 V/pH for
utin reduction indicating that the number of electrons and pro-
ons involved in the reaction mechanisms was the same. Thus, the
lectrode process of rutin reduction was a two-electrons with two-
rotons process. It was also found that the Ipc of rutin decreased
radually with the increase of pH value. This further indicated that
roton took part in the electrochemical reaction of rutin. Therefore,
H 3.29 was chosen for the determination of rutin.

.6. Influence of accumulation time, potential and SWV
arameters

For consideration of the adsorption of rutin on the IL/CPE sur-
ace, SWV technique coupled with accumulation procedure was
sed for study. With an increase in accumulation time, the peak
urrent increased. When accumulation time was above 120 s, peak
urrent achieved a maximum value. So 120 s was chosen as the
ccumulation time. The accumulation potential had little effect
n the peak current of 8.0 × 10−6 mol L−1 rutin in the range from
.1 to +0.8 V. To reduce scanning time, 0.8 V was selected as the
ccumulation potential.

The influence of the square wave parameters such as amplitude
nd frequency on the Ipc was also investigated. The peak current
ncreased with the increasing of square wave amplitude from 0.005
o 0.075 V or square wave frequency in the range of 5–55 Hz, but the
eak potential shifted to less negative values and the peak changed
nshapely. So 0.035 V was chosen as the optimum amplitude and
5 Hz was chosen as the optimum frequency.

. Determination of rutin

.1. Calibration curves, stability and repeatability

Fig. 7 presented SWV curves of six different concentrations of
utin at IL/CPE under the optimum conditions.

A linear relationship could be established between Ipc

nd the concentration of rutin in the range of 4.0 × 10−8

o 1.0 × 10−5 mol L−1. The linear regression equation was
pc = 3.251 × 106 c + 0.0733, r = 0.9984, where Ipc was the reduction
eak current in �A and c was the rutin concentration in mol L−1, the

etection limit of rutin was found to be 1.0 × 10−8 mol L−1 (S/N = 3).

To estimate the stability of the proposed electrode, the
.S.D. of six times successful measurement the peak current of
.0 × 10−7 mol L−1 rutin at an IL/CPE was calculated to be 1.2%,
hich demonstrated the good stability of the proposed electrode.
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Table 1
Comparison of different modified electrodes for rutin determination

Electrode Line range (mol L−1) Detection limit (mol L−1) Reference

MWNTs/�-CD/GCE 4.0 × 10−7 to 1.0 × 10−3 2.0 × 10−7 [28]
gilo/Chi/epichlorohydrin/GCE 3.4 × 10−7 to 7.2 × 10−6 2.0 × 10−8 [35]
SWNTs/Au 2.0 × 10−8 to 5.0 × 10−6 1.0 × 10−8 [42]
MCNTPE 1.0 × 10−7 to 1.0 × 10−5 4.0 × 10−8 [41]
IL/CPE 4.0 × 10−8 to 1.0 × 10−5 1.0 × 10−8 This paper

MWNTs: multi-walled carbon nanotubes; �-CD: �-cyclodextrin; Chi: chitosan; SWNTs: single-walled carbon nanotubes; MCNTPE: multi-wall carbon nanotubes paste
electrode.

Table 2
Determination of rutin in tabletsa and urine sample by SWV

Sample Contentb

(mg/tablet)
Added in tablet sample
(10−1 mg L−1)

Found in tablet sample
(10−1 mg L−1)

Average
recovery (%)

Added in urine sample
(10−6 mol L−1)

Found in urine sample
(10−6 mol L−1)

Average recovery
(%)

1 19.6 ± 0.2 1.22 1.18 ± 0.04 96.7 0.50 0.48 ± 0.01 96.0
2 20.4 ± 0.4 2.46 2.52 ± 0.06 102.4 1.20 1.18 ± 0.03 98.3
3 19.3 ± 0.3 3.64 3.59 ± 0.08 98.6 1.50 1.48 ± 0.05 98.7
4 20.5 ± 0.5 4.86 4.72 ± 0.11 97.1 3.50 3.52 ± 0.09 100.6
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19.8 ± 0.4 6.10 6.29 ± 0.13 103

a Label amount: 20 mg/tablet.
b Mean value ± standard deviation (n = 5).

he electrode-to-electrode reproducibility of the SWV method was
xamined on six IL/CPEs constructed individually; the R.S.D. of the
ix average peak current of 8.0 × 10−7 mol L−1 rutin was calculated
o be 2.7%.

The proposed IL/CPE for rutin determination was compared with
ther kinds of modified electrode and the results were listed in
able 1. It can be seen that this method can provide comparable
inear range and detection limit with a simple electrode preparation
rocedure.

.2. Interferences study

In some cases, the interference of foreign compounds can be
vercome by using the reduction peak for determination. The
ffects of inorganic ions and organic compounds commonly existed

n pharmaceuticals and biological samples on the determina-
ion of 8.0 × 10−7 mol L−1 rutin was studied. The tolerance limit
as defined as the concentration ratio of additive/rutin causing

ess than ±5.0% relative error. The tolerance limit of additives to
.0 × 10−7 mol L−1 rutin was 150 times for citrate, carbonate, ascor-

ig. 7. SWV curves of different concentrations of rutin in pH 3.29 B–R buffer solution
t IL/CPE: (a) 4; (b) 100; (c) 150; (d) 250; (e) 500; (f) 1000 × 10−8 mol L−1. Amplitude
.035 V, frequency 15 Hz and accumulation time 120 s. Insert: curves of Ip vs. rutin
oncentration.
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5.00 5.11 ± 0.12 102.2

ic acid, saccharose, glucose, fructose, 100 times of Ca2+, Fe3+, Cu2+,
a+, K+, CO3

2−, PO4
3−, Cl−, NO3

−, 50-fold of lactic acid, urea, thein,
lucose, starch, sucrose, 5 times for dopamine and 3 times for
pinephrine.

.3. Determination of rutin in rutin tablets and urine samples

Ten rutin tablets (label amount: 20 mg/tablet) were weighed
hen grinded to a fine powder and mixed adequately. The sample
olutions were prepared by accurately weighing a certain amount
f the powder and dissolving it in ethanol with the aid of ultrasonic
gitation and then diluted with buffer solution. The determina-
ion of rutin was conducted by the proposed method. As shown
n Table 2, the results obtained by the proposed method were in
ood agreement with label amount. The recovery of the proposed
ethod was also conducted to evaluate the accuracy of the method,

nd the results were also listed in Table 2. From Table 2, the recov-
ry of five independent experiments varied from 96.7 to 103.1%,
emonstrating the accuracy of the proposed method.

As a preliminary evaluation of the validity of the proposed elec-
rode, the recovery of rutin in urine samples was testified. Varying
mounts of rutin standard solutions were added to the diluted (50-
old) urine samples and the results were also listed in Table 2. The
ecovery results showed that the IL/CPE could be used for the deter-
ination of rutin in urine samples.

. Conclusion

An IL/CPE, using hydrophilic [AMIM]Br as modifier, had been
abricated and characterized by SEM and voltammetry. The elec-
rochemical behavior of rutin at the modified electrode was
nvestigated in pH 3.29 B–R buffer solution. Compared with its
esponse at CPE, the electrochemical sensitivity of rutin at the
roposed electrode was improved dramatically, revealing some
dvantages of IL/CPE over CPE such as high conductivity and fast
lectron transfer. Under the optimized conditions, a sensitive and

imple method for the determination of rutin was established
nd it had been successfully applied to the determination of
utin in tablets and urine samples. In addition, the modified elec-
rode exhibited a distinct advantage of simple preparation, surface
enewal, good reproducibility and good stability.
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a b s t r a c t

A novel amperometric sensor for the determination of sulfite was fabricated based on multiwalled carbon
nanotubes (MWCNTs)/ferrocene-branched chitosan (CHIT-Fc) composites-covered glassy carbon elec-
trode (GCE). The electrochemical behavior of the sensor was investigated in detail by cyclic voltammetry.
The apparent surface electron transfer rate constant (Ks) and charge transfer coefficient (˛) of the CHIT-
Fc/MWCNTs/GCE were also determined by cyclic voltammetry, which were about 1.93 cm s−1 and 0.42,
respectively. The sensor displayed good electrocatalytic activity towards the oxidation of sulfite. The peak
potential for the oxidation of sulfite was lowered by at least 330 mV compared with that obtained at
Ferrocene-branched chitosan
Sulfite
A
E

CHIT/MWCNTs/GCE. In optimal conditions, linear range spans the concentration of sulfite from 5 �M
to 1.5 mM and the detection limit was 2.8 �M at a signal-to-noise ratio of 3. The proposed method
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. Introduction

As is known, sulfite is a typical example of sulfur oxoanions.
he main interest in sulfite lies in its reducing properties. Along
ith ascorbate, they are well established and play an important
art in the anti-oxidant defence. Generally, sulfite is widely used
s an additive in food and beverages to prevent oxidation and
acterial growth and to control enzymatic reactions during pro-
uction and storage. Despite these great advantages, the sulfite
ontent in food and beverages should be strictly limited due to
ts potential toxicity and harmful effects towards hypersensitive
eople [1]. Therefore, it is important to develop a rapid, reliable
nd sensitive detection method for determination of sulfite for food
nd beverages industry in order to control product quality. In the
ast decade, the reported analytical methods for sulfite determi-
ation include mainly spectrophotometry [2,3], chromatography
4,5], electrochemical methods [6–14] and biosensors [15–17].

Carbon nanotubes (CNTs) have been intensively investigated
ince Iijima’s discovery [18] due to their unique electrical, mechani-
al and structural properties. As electrode materials, one promising

pplication of carbon nanotubes involves their use in the construc-
ion of biosensors and chemical sensors. CNTs represent a new kind
f carbon-based material and are superior to other kinds of carbon
aterials commonly used in electrochemistry, such as glassy car-

∗ Corresponding author.
E-mail address: sunchq@mail.jlu.edu.cn (C. Sun).
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of sulfite in boiler water. In addition, the sensor has good stability and

© 2008 Elsevier B.V. All rights reserved.

on, graphite and diamond, mainly in the special structural features
nd unique electronic properties [19]. Such potential applications
ould greatly benefit from the ability that the CNTs exhibit a high

bility to promote some type of the electron transfer reactions
etween electroactive species and electrodes, minimize fouling of
lectrode surfaces, enhance electrocatalytic activity, and facilitate
he immobilization of molecules such as enzymes or antibodies
n their surface with a view to developing biosensors [20]. Recent
lectrochemical studies revealed that the unique properties of the
NTs make them very promising in electrochemical application,

or example, for protein electrochemistry [21–24], development of
ovel electrochemical sensors and biosensors [25–29].

Chitosan is a linear �-1,4-linked polysaccharide (similar to cel-
ulose) that is obtained by the partial deacetylation of chitin [30].
ecause chitosan containing abundant amino groups with pKa 6.3

s soluble in slightly acidic solution due to the protonation and
nsoluble in solution above pH 6.3 for the deprotonation, it exhibits
obust film-forming ability. In addition, chitosan displays nontox-
city, biocompatibility, cheapness and a susceptibility to chemical

odification. Because of its desirable properties, chitosan has been
idely used as an immobilization matrix for biosensors and biore-

ctors. Recently, our research group has successfully synthesized
errocene-branched chitosan derivatives (CHIT-Fc) and reagentless

nzyme-based biosensors had been fabricated by the redox poly-
er [31].
The redox polymers have been used for mediated electron

ransfer in biosensors since they were reported by Heller’s and
alvo’s groups [32,33]. Recently, Gorski and Schmicltke reported
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electron transfer for the CHIT-Fc/MWCNTs composites-coated GCE.

Inset of Fig. 1 shows the relationship between oxidation peak
currents and the amounts of MWCNTs in the composites film. As
can be seen that the oxidation peak current response increased
linearly with the amounts of MWCNTs and maximum oxidation
H. Zhou et al. / Tala

new electrode system that utilized synergy between carbon
anotubes and redox mediators, and their results suggested
hat the integration of redox and carbon nanotubes in a poly-

eric matrix was able to provide a remarkable synergistic
ugmentation of sensor performance [27,29,34]. In the present
ork, a novel amperometric sulfite sensor was prepared by
sing multiwalled carbon nanotubes/ferrocene-branched chitosan
omposites-covered glassy carbon electrode. The integration of
HIT-Fc and MWCNTs for the development of electrochemical sul-
te sensor has not been explored thus far. The electrochemical
ehavior and electrocatalytic activity towards the oxidation of sul-
te for the sensor were studied in detail. Due to the excellent
lectrocatalytic ability of CHIT-Fc and the unique physiochemical
roperties of MWCNTs and especially the synergistic augmentation
f MWCNTs and CHIT-Fc, the sensor showed very good performance
haracteristics towards electrocatalytic determination of sulfite.

. Experimental

.1. Apparatus

Electrochemical measurements were performed with a CHI
60A electrochemical workstation (CH Instruments, USA). Three-
lectrode systems were employed in this study. A platinum wire
nd a saturated calomel electrode (SCE) were used as auxiliary
nd reference electrode, respectively. All potentials were referred
o the latter. CHIT-Fc/MWCNTs composites electrode employed as
orking electrode was prepared in our laboratory according to the
rocedure described below. A magnetic Teflon stirrer provided the
onvective transport during the amperometric measurements. All
he experiments were performed at room temperature.

.2. Reagents

Sodium sulfite was obtained from Changchun Reagent Co.
td. (Changchun, China). Chitosan with a degree of deacetyla-
ion of 92% was purchased from Sanland-chem International Inc.
Xiamen, China). Sodium cyanoborohydride (NaCNBH3, 98%) and
errocenecarboxaldehyde (Fc-CHO, 98%) were obtained from Acros
nd Fluka, respectively.

Multiwall carbon nanotubes (MWCNTs, diameter: 10–20 nm,
verage length: 1–2 �m, purity: ≥95%) were purchased from Shen-
hen Nanotech. Port. Co. Ltd. (Shenzhen, China). Before use, the
WCNTs were treated with mixed acid according to a method

lready described [35] and the oxidized MWCNTs (MWCNTs-
OOH) were formed.

Ferrocene-branched chitosan (CHIT-Fc) was prepared according
o the method described in the literature [31]. All other reagents
ere of analytical grade and used without further purification. All

queous solutions were prepared with doubly distilled water. The
olutions containing sulfite bubbled with ultrapure N2 and kept
nder the nitrogen atmosphere during the electrochemical exper-

ments.

.3. Sensor preparation

Firstly, a GCE (3 mm-diameter) was polished with emery paper
ollowed by polishing it with alumina (1.0, 0.5, and 0.3 �m), and
hen thoroughly washed with twice-distilled water, sonicated in

thanol, washed again with twice-distilled water and ethanol, and
nally dried in nitrogen at room temperature.

0.5 mg CHIT-Fc was dissolved in 0.5 ml 0.1 M acetic acid and
.5 mg oxidized MWCNTs was dispersed in 0.1 M acetic acid with
ltrasonication for 15 min, respectively.

F
3
N
5
t

(2008) 366–371 367

The CHIT-Fc/MWCNTs composites were prepared by mixing
bove two solutions by sonicating the mixture for 30 min. Then
6 �l aliquot of this solution was cast on the surface of cleaned
C electrode, dried at room temperature for 2 h. The obtained
lectrode, the CHIT-Fc/MWCNTs/GCE, dipped into 0.1 M (pH 7.0)
hosphate buffer solution (PBS) for 5 min, was ready for use. The
omposition of the layer of the electrode was 3 �g CHIT-Fc and 3 �g
WCNTs, respectively. The fabricated method of different compo-

ition of the layer of electrodes was similar to that above. In the
omparing test, fabrication process of the sensor was similar to that
f CHIT-Fc/MWCNTs/GCE by substituting MWCNTs with graphite.

. Results and discussion

.1. Electrochemical behavior of the CHIT-Fc/MWCNTs/GCE

To investigate whether MWCNTs on GCE could provide a remark-
ble synergistic augmentation of the sensor performance, cyclic
oltammetry (CV) was performed with the different kinds of elec-
rodes in 0.1 M PBS (pH 8.0). Fig. 1 shows cyclic voltammograms
CVs) at a CHIT-Fc/GCE and the CHIT-Fc/MWCNTs/GCE, respectively.
n the initial comparing experiment, at the GCE modified with CHIT-
c film alone, a pair of well-defined redox peaks corresponding
o the oxidation and reduction of the CHIT-Fc were observed at
0.32 and +0.26 V vs. SCE, respectively (Fig. 1(a)). The formal poten-
ial (E◦′) of +0.29 V was calculated from the average value of the
nodic and cathodic peak potentials and the peak-to-peak separa-
ion (�Ep) was 60 mV at a scan rate of 0.05 V s−1. Obviously this is
one-electron redox reaction of CHIT-Fc+/CHIT-Fc.

For the case of CHIT-Fc/MWCNTs composites-coated GCE modi-
ed with the same redox polymer, although no change in the shape
nd peak potentials of CV was observed, yet there was an obvious
ncrease in the redox peak currents (Fig. 1(b)–(d)). This suggests
hat in the case of the electrode with the CHIT-Fc alone, not all of
edox centers were in electrical communication with the electrode
urface and that the MWCNTs increased efficiency in mediating
ig. 1. Cyclic voltammograms of GCE modified with different composite film. (a)
�g CHIT-Fc; (b) 3 �g CHIT-Fc and 1.5 �g MWCNTs; (c) 3 �g CHIT-Fc and 3 �g MWC-
Ts; (d) 3 �g CHIT-Fc and 6 �g MWCNTs. Conditions: 0.1 M PBS (pH 8.0); scan rate:
0 mV s−1. Inset shows the relationship between oxidation peak currents (Ipa) and
he amounts of MWCNTs in the composite film.
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Fig. 5 shows the cyclic voltammograms of 2 mM sulfite at the
CHIT-Fc/MWCNTS/GCE in 0.1 M PBS (pH 8.0) at different scan rates
in potential range 0.0–0.6 V. The oxidation peak currents were pro-
portional to the square root of the scan rate (inset (A) of Fig. 5).
This result indicates that the reaction system was controlled by
ig. 2. Cyclic voltammograms of the CHIT-Fc/MWCNTs/GCE in 0.1 M PBS (pH 8.0) at s
nset A: plot of Ip vs. �. Inset B: Ip vs. �1/2. Inset C: Epa vs. log �.

urrent was obtained at 3 �g of MWCNTs. At higher amounts of
WCNTs, the plot of oxidation peak currents vs. plot of amounts of
WCNTs deviated from linearity. Therefore, 3 �g of MWCNTs was

hosen as the optimum amount of MWCNTs in the composites for
ll following electrochemical experiments.

Fig. 2 shows the cyclic voltammograms of CHIT-Fc/MWCNTs/
CE at different scan rates in potential range of 0.00–0.60 V in
.1 M PBS (pH 8.0). As shown in the inset A of Fig. 2, the oxida-
ion peak currents increased linearly with the scan rate between
0 and 100 mV s−1 as expected for a surface-controlled electrode
rocess. At higher sweep rates, the plot of oxidation peak cur-
ents vs. scan rate plot deviated from linearity and the oxidation
eak currents became proportional to the square root of the scan
ate (inset B of Fig. 2), showing a diffusion controlled process.
t higher sweep rates, the oxidation peak potentials (Epa) were
roportional to the logarithm of the scan rate (inset C of Fig. 2)
nd the slop of the ∂Epa/∂ log � was about 140.0 mV. According
o Lavirou’s theory [36], when �Ep > 200 mV, using the equation
p = k − 2.303(RT/˛nF) log � and one electron transferred for CHIT-
c+/CHIT-Fc redox couple, charge transfer coefficient, ˛ = 0.42, was
btained. Introducing this ˛ value in the following equation:

og Ks=˛ log(1 − ˛) + (1 − ˛) log ˛− log
(

RT

nF�

)
− ˛(1 − ˛)nF�Ep

2.303RT

An apparent surface electron transfer rate constant,
s = 1.93 cm s−1, was estimated. For the case of the electrode
ith the CHIT-Fc alone, the obtained Ks was 0.63 cm s−1 by similar
ethod (date not shown here). The above results also show that

he integration of CHIT-Fc and MWCNTs can provide a remarkable
ynergistic augmentation of sensor performance.

.2. Electrocatalytic oxidation of sulfite at CHIT-Fc/MWCNTs/GCE

The electrocatalytic oxidation of sulfite by water-soluble fer-
ocene derivatives in homogeneous solution has been reported
13]. Here, we take sulfite as an example of sulfur oxoanions
nd investigated its electrocatalytic oxidation through the CHIT-

c/MWCNTs/GCE. At CHIT/MWCNTs/GCE a little response was
btained in the range from 0.00 to 0.90 V (vs. SCE) in 0.1 M PBS
pH 8.0) containing 2 mM sulfite, as shown in Fig. 3, curve (a)
nd (b). However, the catalytic oxidation of sulfite at the CHIT-
c/MWCNTs/GCE can be seen clearly in Fig. 3, curve (c) and (d).

F
C
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c

tes (from inner to outer) 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 mV s−1, respectively.

dding sulfite to the cell produced a dramatic change in the cyclic
oltammogram with an increase in anodic current and decrease
n cathodic current, which indicated that the electrocatalytic oxi-
ation of sulfite occurred at the modified electrode. The oxidation
eak potential of sulfite at the modified electrode was negatively
hifted about 330 mV compared with that at CHIT/MWCNTs/GCE.
his suggests that CHIT-Fc/MWCNTs composites exhibit high elec-
rocatalytic activity towards sulfite.

The effect of buffer solution pH on the electrocatalytic activity
f CHIT-Fc/MWCNTs composites towards sulfite was investigated.
he experimental results show that the catalytic currents increase
nd the peak potentials were negatively shifted as pH increase
n 2.0–10.0 pH range and maximum growth of catalytic current
ccurred at pH 8.0, as shown in Fig. 4. The catalytic response
ncreased with pH and reached a platform at pH larger than 8.0.
herefore, an optimum pH for the electrocatalytic system of 8.0
as selected.
ig. 3. Cyclic voltammograms in 0.1 M PBS (pH 8.0) at scan rate of 5 mV s−1:
HIT/MWCNTs/GCE in buffer solution containing no sulfite (a) and containing 2 mM
ulfite (b); CHIT-Fc/MWCNTs/GCE in buffer solution containing no sulfite (c) and
ontaining 2 mM sulfite (d).
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ig. 4. Cyclic voltammograms of the CHIT-Fc/MWCNTs/GCE in the presence of 2 mM
ulfite in 0.1 M PBS at various pH: (a) 2, (b) 4 and (c) 6, (d) 8, (e) 10. Scan rate: 5 mV s−1.

ulfite diffusion. It can also be noted in Fig. 5 that by increas-
ng the scan rate the peak potential for the catalytic oxidation of
ulfite shifted to more positive values, suggesting a kinetic lim-
tation in the reaction system. Based on the above results, the
atalytic process (EC catalytic mechanism) could be expressed as
ollows:

HIT-Fc ↔ CHIT-Fc+ + e

CHIT-Fc+ + SO3
2− + H2O → 2CHIT-Fc + SO4

2− + 2H+

For information on the rate-determining step, a Tafel plot was
btained from the linear relationship observed for Epa vs. log �
inset (B) of Fig. 5) by using the following equation [37].

p = (b log �)
2 + constant

On the basis of the above equation, the slop of Ep vs. log � is b/2,

here b is the Tafel slop. Thus b = 2 × ∂Ep/∂ log � = 139.6 mV. The

esult is close to that obtained from ferrocenemonocarboxylic acid
sed as a homogeneous mediator to catalyze the electrooxidation
f sulfite [13].

m
s

w

ig. 5. Cyclic voltammograms of the CHIT-Fc/MWCNTs/GCE in 0.1 M PBS (pH 8.0) containi
espectively. Inset A: Ipa vs. �1/2. Inset B: Epa vs. log �.
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.3. Amperometric determination of sulfite at the
HIT-Fc/MWCNTs/GCE

Firstly, in order to optimize the working potential, the depen-
ence of the sulfite response on the applied potential was studied
y the amperometry over the potential range from +0.20 to +0.45 V.
he current response was measured as a function of applied poten-
ial on exposure to 0.1 mM sulfite in a stirring 0.1 M PBS (pH 8.0).
t the CHIT-Fc/MWCNTs/GCE, the current response increased with

he increase in potential and the optimal value was observed at
0.35 V (data not shown here). Therefore, a potential of +0.35 V was
elected for constant potential amperometry to study the ampero-
etric response of the sensor on sulfite.
Fig. 6 displays the typical steady-state catalytic current-time

esponse of the CHIT-Fc/MWCNTs/GCE with successive injection
f sulfite at an applied potential of +0.35 V. As shown during
he successive additions of 0.15 mM (Fig. 6(A), high concentra-
ion section) and 0.02 mM (Fig. 6(B), low concentration section)
f sulfite, a well-defined response was observed, respectively. And
rom Fig. 6 it can be seen that the time required to reach 95%
f the steady-state current was less than 10 s after the addi-
ion of sulfite, which showed that the current response of the
ensor was rapid. The insets in Fig. 6(A) and (B) illustrate the
alibration curves of the sensor under the optimal experimental
onditions. The linear range spanned the concentration of sul-
te from 5 �M to 1.5 mM. In the linear range, the sensor had a
igh sensitivity of 13.08 �A mM−1. The detection limit of the sen-
or was determined to be 2.8 �M at a signal-to-noise ratio of 3.
bviously, the analytical performance parameters of the proposed

ensor are better than that obtained by water-soluble ferrocene
erivatives in homogeneous solution [13]. High sensitivity can
e attributed to the synergistic augmentation of MWCNTs and
HIT-Fc towards sulfite response. In the past decade, the detection

imit, linear concentration range and sensitivity of other related
odified electrodes for sulfite detection have been reported in

able 1.
In order to demonstrate the electrocatalytic oxidation of sulfite

n a real sample, the determination of sulfite in boiler-water sam-
les was carried out by the standard addition method. The results
etric method [38] and were shown to be in good agreement, as
hown in Table 2.

In addition, interference of coexisting species come from boiler-
ater samples was studied. The experimental results showed that

ng 2 mM sulfite at scan rates (from inner to outer) 10, 20, 30, 40, 50 and 60 mV s−1,



370 H. Zhou et al. / Talanta 77 (2008) 366–371

Table 1
The comparison of the performance of present sensor and others reported in the literatures for sulfite detection

No. Type of film modified electrode Linear range Sensitivity Detection limit Ref.

1 NiPCNF/AI 4 × 10−6 to 2 × 10−4 M 3 × 10−6 M [10]
2 CoPCNF/GCE 5 × 10−6 to 1 × 10−4 M 3 × 10−6 M [13]
3 Fe/CCE 0.73–95.42 mg/l 0.59 mg/l [14]
4 In situ plated copper modified gold ultramicroelectrode arrays 20–500 �M 0.35 nA/�M 6 �M [15]
5 Fc/CPE 8.7 × 10−5 to 1.1 × 10−2 M 5.3 × 10−6 M [16]
6 PB/GCE 0.0–4.0 mM 2.18 �A/mM 80 �M [17]
7 NiPPIX/GCE ∼9.0 �g/ml 0.15 �g/ml [18]
8 NiPCNF/CCEs 2 �M–2.0 mM 13.5 nA/�M 0.5 �M [20]
9 Sulfite oxidase 0.01–1

10 Sulfite oxidase 0.04–5
11 Sulfite oxidase 0.2–1.8
12 CHIT-Fc/MWCNTs/GCE 5.0 �M
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ig. 6. An amperometric response at the CHIT-Fc/MWCNTs/GCE for successive addi-
ion of (A) 0.15 mM and (B) 0.02 mM sulfite. Conditions: 0.1 M PBS (pH 8.0); applied
otential: 0.35 V (vs. SCE). Insets show the relationship between catalytic currents
nd sulfite concentrations.

600-fold excess of Ca2+, Mg2+, Ba2+, PO4
3−, NO3

−, CO3
2− and Cl−
id not interfere in the determination of sulfite.
The stability of the CHIT-Fc/MWCNTs/GCE was investigated. In

he potential range from 0.00 to 0.60 V at a scan rate of 50 mV s−1

nd in pH 8.0 0.1 M PBS, after about 50 scanning cycles the redox
urrents decreased about 3.0%. When the sensor was stored in

able 2
he results of determination of boiler-water sample

ample number Concentration of sulfite (mg/l)

Proposed method Iodometric method

10.3 9.7
16.3 15.8
20.9 19.8

[
[
[

[
[
[
[
[
[

.0 mM [21]
.9 mM 4.0 ppm [22]
mM 0.2 mM [23]
–1.5 mM 13.08 �A/mM 2.8 �M This work

tmosphere, the current response remained almost unchanged for
t least a month. In addition, after 30 days the sensor remained
5% of its initial response to electrocatalytic oxidation of sulfite.
he good stability of the CHIT-Fc/MWCNTs/GCE can be attributed
rimarily to electrostatic interaction between MWCNTs contained
egative charges and CHIT-Fc contained positive charges, and
obust film-forming ability of CHIT-Fc. The sensor has good repeata-
ility. The relative standard deviation (R.S.D.) is 6.7% for seven
etermination of 30 �M sulfite in 0.1 M PBS (pH 8.0).

. Conclusions

In this work, we developed a novel way to fabricate amperomet-
ic sulfite sensor by CHIT-Fc/MWCNTs composites-covered GCE.
he CHIT-Fc and MWCNTs composites showed obvious synergis-
ic augmentation of the sensor performance compared with that
btained by CHIT-Fc alone. The sensor showed good electrocatalytic
ctivity for the oxidation of sulfite in 0.1 M PBS (pH 8.0). Because of
lectrostatic interaction between MWCNTs and CHIT-Fc and robust
lm-forming ability of the latter, the sensor also exhibited very
ood reproducibility and stability. The above results suggest that
he proposed sensor can be used as amperometric sensor for the
etermination of sulfite.
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